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and Jülich Aachen Research Alliance (JARA), Fundamentals of Future Information Technology, 52425 Jülich, Germany
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High-resolution atomic force microscopy (AFM) and scanning tunneling microscopy (STM) imaging with
functionalized tips is well established, but a detailed understanding of the imaging mechanism is still missing. We
present a numerical STM/AFM model, which takes into account the relaxation of the probe due to the tip-sample
interaction. We demonstrate that the model is able to reproduce very well not only the experimental intra- and
intermolecular contrasts, but also their evolution upon tip approach. At close distances, the simulations unveil a
significant probe particle relaxation towards local minima of the interaction potential. This effect is responsible
for the sharp submolecular resolution observed in AFM/STM experiments. In addition, we demonstrate that sharp
apparent intermolecular bonds should not be interpreted as true hydrogen bonds, in the sense of representing
areas of increased electron density. Instead, they represent the ridge between two minima of the potential energy
landscape due to neighboring atoms.

DOI: 10.1103/PhysRevB.90.085421 PACS number(s): 68.37.Ef, 68.37.Ps, 82.30.Rs, 68.49.Df

I. INTRODUCTION

Scanning tunneling microscopy (STM) [1] and atomic
force microscopy (AFM) [2] methods are key tools of
nanoscience. One of their most remarkable achievement is
the unprecedented submolecular resolution of both atomic
and electronic structures of single molecules on surfaces.
First real space images of molecular orbitals were obtained
with STM [3]. Then it was found that functionalizing the tip
with a single carbon monoxide (CO) molecule enhances the
resolution of molecular orbital STM images [4,5]. Later it has
been discovered that STM tip functionalization with H2, D2
[so-called scanning tunneling hydrogen microscopy (STHM)
[6,7]] and a variety of other atomic and molecular particles (Xe,
CH4, CO) allows the STM to resolve the atomic structures of
large organic adsorbates in a direct imaging experiment [6–9].
Finally, the development of the qPlus AFM technique [10]
has resulted in the successful resolution of internal molecular
structures by AFM [11,12].

On the basis of a density functional theory (DFT) analysis
the high resolution of molecular structures in AFM has been
attributed to Pauli repulsion [11,13]. Following this result it
has been proposed that the contrast delivered by functionalized
STM tips is related to the same force [7]. Several groups
have also pointed out the influence of CO-tip bending on
the distortion that is present in high-resolution AFM images
[12,14,15].

*Corresponding author: hapala@fzu.cz
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One peculiar feature of the high-resolution STM/AFM
images obtained with functionalized tips, namely the strik-
ing imaging contrast obtained in areas between molecules
[8,9,16,17], has, however, not yet been clearly explained. In
particular, the sharp ridges observed in the high-resolution
images do not necessarily represent a true bond. For example,
Pavlicek et al. [18] observed in high-resolution images of
DBTH molecules an apparent bond ridge between sulfur atoms
where there is no chemical bond.

Very recently it has been argued that sharp contrast features
between the molecules may be related to the imaging of
hydrogen bonds [17], as a consequence of an enhanced
electron density between oxygen and hydrogen atoms of
neighboring molecules. But it is not clear why in experiment
this contrast appears so sharp, especially since according to
DFT simulations the electron density variation is expected to
be exceedingly small [17]. The sharp lines visible in these
experiments therefore cannot be automatically ascribed to
(hydrogen) bonds. This calls for a deeper understanding of
the origin of the high-resolution contrast in general.

In this work we propose a simple mechanical model
of the functionalized STM/AFM junction that clarifies all
of the main features of STM and AFM images measured
with functionalized tips. First, it explains the appearance
of characteristic sharp features in STM and AFM images
measured at close tip-sample distances. Secondly, it establishes
the relationship between the observed AFM and STM image
contrasts obtained with functionalized tips. Thirdly, it reveals
the nature of the STM and AFM contrasts in the intermolecular
regions and allows a critical discussion of the appearance
of so-called hydrogen bonds in the images. Finally, the
method allows us to simulate AFM/STM images of complete
molecular layers at different tip-sample distances at small
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computational cost. To underpin the predictive power of our
model, we compare AFM/STM images obtained from our
numerical model to selected experimental cases.

II. METHODS

A. Equipment and sample preparation

The experiments were performed using a combined NC-
AFM/STM from Createc. The base pressure at the working
temperature of 5 K was better than 10−11 mbar. All samples
were prepared using standard techniques of surface preparation
in ultrahigh vacuum. Submonolayer coverages of PTCDA
were deposited onto freshly prepared surfaces of Au(111) and
Ag(111) at room temperature using a homebuilt Knudsen cell.
Immediately after the deposition the sample was transferred
to the cold (5 K) STM. Individual xenon atoms and carbon
monoxide molecules were deposited onto the sample at 5 K
by closing the ion getter pump, opening the shutter in the
cryoshields, and flooding the STM chamber with the clean
gas for 10 min at a pressure of about 5×10−9 mbar. The tip
decoration was effected according to the procedures described
in Ref. [8].

B. Preparation molecular geometry for simulation

The molecular geometry of PTCDA monolayers on the
respective metallic substrates was determined from supercell
parameters obtained from Ref. [19] in the case of Au(111)
and from Ref. [20] for Ag(110). Atomic coordinates for
the 8-hydroxyquinoline tetramer were taken from Ref. [17].
The molecular geometries were then relaxed in the rele-
vant supercell using the local orbital DFT code FIREBALL
[21,22] within the local-density approximation (LDA) for
the exchange-correlation functional. During the relaxation the
molecular geometry was free to move in the x,y plane, while
the z coordinates of all atoms were set to z = 0 and fixed.
Convergence was achieved once a residual total energy of
0.0001 eV and a maximal force of 0.05 eV/Å were reached.
The atomic structure of NTCDI molecules on Ag:Si(111)-
(
√

3×
√

3) was taken from DFT calculations published in
Ref. [23] (see Fig. 3.C of that reference).

C. Mechanical AFM model

The main ingredient of our model is the geometric distortion
of the “soft” apex of a functionalized tip due to the interaction
with the surface [12]. We model this soft apex as the outermost
atom of the metal tip (tip base) and the probe particle that
decorates it (see Fig. 1).

To account for the interaction between the functionalized tip
and a molecular layer (“sample”) on the surface we construct a
force-field model of the junction using empirical potentials. In
particular, we use a pairwise Lennard-Jones (LJ) potential to
describe the weak interaction FSurf between the probe particle
of the functionalized tip and the sample (see Fig. 1). FSurf is
calculated as a sum of all pairwise LJ forces acting between the
probe particle and the atoms constituting the molecular layer.
Besides FSurf the probe particle experiences two additional
forces: (i) a radial LJ force FTip,R between the probe particle
and the tip base which keeps the probe particle attached to

FIG. 1. (Color online) AFM/STM model. Schematic view of the
mechanical model of a functionalized tip as employed in this work.
The last metal atom of the tip (tip base) is shown in sand color, the
probe particle in cyan, and the molecular layer (sample, in the exam-
ple a herringbone PTCDA layer) in gray (carbon atoms) and red
(oxygen atoms). The forces acting on the probe particle are shown
in color: radial tip force FTip,R (green); lateral tip force FTip,xy

(red); force FSurf exerted by atoms of the sample (yellow). Force-
determining geometric parameters are shown in the same color as
the corresponding forces. The two distinct hopping processes in our
STM model are denoted by violet (probe particle tip, TT ) and orange
(probe particle sample, Ti) color. The reference distance z that is used
throughout the paper is shown in blue.

the tip base at a particular distance and (ii) an additional
lateral harmonic force FTip,xy that stems from the cylindrically
symmetric attractive potential of the tip base.

In this work we employ two different sets of LJ param-
eters (binding energy ϵα and equilibrium distance rα) of
the FTip,R interaction to mimic Xe- and CO-decorated tips
(cf. Supplemental Material [25], Table 1), while the lateral
stiffness kxy = 0.5 N/m is kept constant for all types of probe
particles. Interestingly, we find that the results depend only
weakly on variations of the binding energy parameter ϵα

(cf. Supplemental Material [25], Fig. 1). This observation
agrees well with the fact that the high-resolution images of a
particular molecule obtained with different functionalized tips
look qualitatively similar [26]. It turns out that the variation of
the image contrast between different probe particles is mainly
related to their different van der Waals radii, in our model
defined by rα (cf. Supplemental Material [25], Fig. 2). The
Lennard-Jones parameters used in the mechanical model of
probe particle relaxation for H, C, O, and Xe atoms were
taken from the OPLS force field [24] (for more details,
see Supplemental Material [25], Table 1 and methods). The
robustness of the simulations with respect to the precise
values of these parameters is demonstrated in the Supplemental
Material [25], Figs. 1–3. Regarding the procedure with which
the simulated AFM images were generated, refer to methods
in Supplemental Material [25].
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(a)

(b)

(c)

(d)

(e)

(f)

FIG. 2. (Color online) Simulated and experimental
high-resolution AFM and STM images. Experimental images
have been recorded on PTCDA/Au(111) with a CO probe particle.
Simulated images have been obtained with LJ parameters mimicking
the oxygen atom of CO. (a) Map of simulated probe particle positions
after relaxation. (b) Simulated AFM image (the frequency shift #f

is displayed). (c) Experimental AFM images (frequency shift). (d)
Simulated STM images (maps of the TS tunneling process). (e)
Experimental STM images (differential conductance). (f) Vertical
force Fz (left axis) and tunneling probability TS (right axis, arbitrary
units), both as a function of tip-sample distance z, computed over
different sites of the sample as indicated by the red and blue dots
in the PTCDA structure formula. Experimental images in panels (c)
and (e) are taken from Ref. [9]). All simulated images except (a) are
normalized to obtain maximum contrast.

We use our model to simulate the images of the well-known
herringbone monolayer of 3,4,9,10-perylene tetracarboxylic
dianhydride (PTCDA). PTCDA layers, as well as single
PTCDA molecules, have been extensively imaged with func-
tionalized STM/AFM tips [6–9,16,27]. Therefore, a wealth of

FIG. 3. (Color online) Origin of sharp lines in AFM images.
(a) DBTH molecule (sulfur atoms in yellow, carbon atoms in dark
gray, and hydrogen atoms in light gray), with repulsive potential felt
by the probe particle in brown (V +) and attractive basins (V −) in
blue. Probe particle trajectories upon tip approach are also shown.
Sulfur-derived hillocks in the repulsive potential are labeled “S.”
Between them, a repulsive saddle is formed. (b) Surface potential
V Surf (bottom) and AFM frequency shift #f (top) along the central
cross section of the repulsive saddle. In the center the relaxation #x of
the probe particle towards the position xprobe is shown schematically
for a tip position xtip close to the ridge of the saddle. The mapping
of the force at xprobe to the macroscopic tip position xtip explains the
sharpening of the #f curve (“sharp ridge”) even for a smooth saddle
in V Surf (“blunt ridge”). The inset shows a simulated AFM image of
DBTH in the region of the two sulfur atom, clearly exhibiting the
sharp line between the two sulfur atoms.

experimental data is readily available for direct comparison to
the results of our simulations. As mentioned above, the input
atomic structure of the molecular layer was taken from the
data published for PTCDA/Au(111) [19], and the structure was
further optimized with DFT.

The simulated data were acquired by scanning the model
tip laterally over the surface with a step of #x,#y = 0.1 Å.
At each lateral position, the tip was placed at an initial set
point z0 = 12 Å above the molecular layer (cf. Fig. 1 for the
definition of the z coordinate). Subsequently, we approached
the tip vertically towards the sample in steps of #z = 0.1 Å
until z = 6 Å. At each step of the vertical approach the probe
particle position was allowed to relax until the net force
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FSurf + FTip,R + FTip,xy acting on the probe particle (see Fig. 1)
became smaller than 10−6 eV/Å. At the same time the degrees
of freedom of the molecular layer and the tip base were
kept fixed. Once the structural relaxation was completed, the
vertical force Fz was calculated from a projection of FSurf onto
the z axis. Finally, the Fz(z) curves were converted to frequency
shift #f (z) using the inverse Sader formula [28].We note that
in our experiments the qPlus sensor was oscillating with a very
small amplitude (0.2 Å from zero to peak). The same value
was used in our numerical simulations.

D. STM model

On top of the mechanical AFM model we derive a simple
numerical model for STM simulations, the main objective of
which is to understand the variation of the tunneling current
as a function of probe particle relaxation. The model is based
on Landauer theory [29]. We start from the Landauer formula
for the conductance dI/dV (ϵ) = 2e

h
$T (ϵ)GP

†(ϵ)$S(ϵ)GP (ϵ),
where GP (ϵ) is the Green’s function of the probe particle
at energy ϵ and $T ,S(ϵ) = 2 Im%T ,S(ϵ), where the %T ,S(ϵ) =
tT ,S

†GT,StT ,S represent the self-energies of tip (T) and sam-
ple (S), respectively; the tT ,S quantify the hopping between the
probe particle and tip or sample, respectively. To simplify our
model we adopt several approximations. (i) We are interested
just in the conductance at zero bias voltage, so we set ϵ = ϵF ,
where ϵF is the Fermi energy. (ii) We neglect the real part
of the probe particle Green’s function, i.e., ReGP (ϵF ) ≈ 0,
and we express the local density of states (LDOS) of the
probe particle as ρP (ϵF ) = 1

π
ImGP (ϵF ). In a similar way,

we can also rewrite $T ,S(ϵF ) ≈ tT ,S
†(ϵF )ρT ,S(ϵF )tT ,S(ϵF ),

where ρT ,S(ϵF ) = 1
π

ImGT,S(ϵF ) denote the LDOS of tip and
sample, respectively. (iii) We consider all tunneling channels
between the probe particle and individual atoms of the sample
as independent. Thus we can write $S =

∑
i $i , where $i =

ti
†ρi(ϵF )ti is the electronic coupling of the ith atom of the

sample to the probe particle (see Fig. 1). (iv) We assume that the
sample LDOS ρT ,S(ϵ) is spread homogeneously over all carbon
and oxygen atoms of the molecules which make up the sample,
i.e., the LDOS ρi(ϵF ) of all atoms is the same (ρC,O

i = const).
(v) Neither hydrogen atoms of the molecules nor atoms of the
metallic substrate are considered. Disregarding the hydrogen
atoms is motivated by the fact that the frontier orbitals of large
aromatic molecules such as PTCDA are localized mostly on
the carbon backbone and on substituents with free electron
pairs, while their amplitude on the peripheral hydrogen atoms
is negligible (see, e.g., Ref. [30]). (vi) Finally we assume all
LDOS [ρP (ϵF ), ρT (ϵF ), ρi(ϵF )] to remain constant during
the scanning process. Therefore, they are just multiplicative
constants which do not affect the tunneling current variation
along the tip trajectory. Consequently, the conductance is only
a function of the positions of the tip base atom r⃗T , surface
atoms R⃗S (r⃗i for individual atoms), and the probe particle r⃗P :

dI/dV (r⃗P ,r⃗T ,R⃗S) ∝ TT (r⃗P ,r⃗T )TS(r⃗P ,R⃗S)

= TT (r⃗P ,r⃗T )
∑

i

Ti(r⃗P ,r⃗i). (1)

In other words, we can describe the conductance through
the probe particle junction via two terms: (a) tunneling

from the tip to the probe particle (TT ≈ tT
†tT ) and (b) sub-

sequent tunneling from the probe particle to the sample
(TS ≈

∑
i Ti =

∑
i ti

†ti) (see Fig. 1). The tunneling process
Ti between a given sample atom and the probe particle can be
expressed as an exponential function Ti ∝ exp (−βS |r⃗P − r⃗i |),
where βS represents the characteristic decay length of the
tunneling process between the probe particle and sample
atom i. Similarly, we can define TT ∝ exp (−βT |r⃗P − r⃗T |).
An angular momentum dependence of the hopping can also
be included (cf. Supplemental Material [25] methods and
Fig. 5). Because we are only interested in the variation of
the atomic STM contrast due to the probe particle relaxation,
we consider for simplicity both characteristic decay lengths
β to be independent of the tip-sample distance and equal
βS = βT = 1Å

−1
. We can plot maps of the tunneling processes

TS and TT separately to analyze the effects of tip-probe and
sample-probe relaxation qualitatively and irrespective of the
sizes of the two β. In reality, βS and βT may differ from each
other and according to Eq. (1) their relative sizes will influence
the relative impact of TS and TT on the conductance image.

Clearly, our numerical model omits many processes that
happen during tip-sample interaction (e.g., variations of the
LDOS or the tunneling barrier, multiple scattering effects,
etc. [31]). Moreover, at close tip-sample proximity additional
mechanical degrees of freedom of the junction, such as
relaxations inside the tip, within the molecular layer and the
surface, will eventually become important. Nevertheless, as
will be demonstrated here, this simple model accounts for
most of the observed contrast features, which proves the
crucial importance of probe particle relaxation also for the
high-resolution STM contrast.

III. RESULTS AND DISCUSSION

A. High-resolution AFM contrast: Inversion and sharpening

We start the discussion by showing the equilibrium position
of the probe particle when a model tip decorated by CO (“CO
tip”) is scanned over PTCDA molecules in the herringbone
monolayer. Figure 2(a) clearly shows that at closer distances
the functionalized tip experiences sidewise relaxation. The
observed lateral relaxations are induced by the Pauli repulsion
that acts at short distances between the probe particle and
the atoms of the PTCDA layer: the probe particle tends to
relax away from the areas where the Pauli repulsion is strong.
According to Fig. 2(a), the Pauli repulsion potential over the
PTCDA forms “basins” which become clearly visible as the
tip approaches the sample.

Let us now inspect the effect that the tip relaxation has
on the frequency shift #f . The maps of #f in Fig. 2(b),
calculated at the same tip-sample distances as Fig. 2(a), clearly
show the inversion of the #f contrast when the tip approaches
the sample. Since the observed evolution of the simulated
#f images closely matches the experiment [see Fig. 2(c)],
we can identify the mechanism that drives the experimentally
observed inversion of the #f image contrast by analyzing the
calculated Fz(z) curves shown in Fig. 2(f).

The two Fz(z) curves calculated for the tip approach over
the carbon atom (red) and over the center of the aromatic ring
(blue) clearly show that initially the repulsion over the carbon
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atom increases faster upon tip approach. The situation changes
at the distance z ≈ 7.4Å [Fig. 2(f)] when the probe particle
starts to move laterally in order to minimize the effect of the
increasing repulsive force. Finally, the repulsion over the ring
center becomes stronger, because there the tip is located in the
middle of a potential basin that hinders lateral relaxations of
the probe particle and thus prevents the relief of the repulsive
force.

Comparing the simulated force curves in Fig. 2(f) with
corresponding experimental ones reported in Ref. [9], we find
that both exhibit a very similar behavior. Small differences
between the published experimental Fz(z) curves and the
simulated ones shown here can be explained by two facts.
First, in our present simulations we do not take into account
the attractive interaction between the metal atoms of the tip
and the sample. That results in the absence of the attractive
force that appears in the experiment after the probe particle
has relaxed laterally out of the junction. Secondly, in the
simulation we position the tip precisely over the carbon atom
and do not take into account the finite amplitude of the
qPlus oscillation. This produces a sharp kink in Fz(z) at the
moment when the probe particle starts relaxing laterally at
the distance z ≈ 7.4Å [see Fig. 2(f)]. Despite these small and
well-understood discrepancies between the experimental and
simulated force curves the overall good agreement between
both allows us to conclude that the #f inversion observed both
in experiments and simulations occurs due to the decrease of
the repulsive force produced by the lateral relaxation of the
probe particle in the junction.

Having shown that our model captures the #f inversion
correctly, we note that the inversion effect develops together
with a considerable sharpening of various features in the
#f images [see the middle and the right panels of Fig. 2(b)
and Supplemental Material [25], Video 1]. Hence the evident
sharpening of the experimental #f contrast at closer tip-
sample distances can also be attributed to the increasingly
pronounced lateral relaxations of the probe particle. More
interestingly, sharp lines also become visible in the intermolec-
ular regions, Fig. 2(b), where no covalent bonds exist.

The origin of sharp lines in AFM images between atoms
is schematically illustrated in Fig. 3 for the example of the
DBTH molecule from Ref. [18], for which such a sharp line is
observed between two sulfur atoms which are not covalently
bonded [see Ref. [18] for the experimental image and Fig. 3(b)
(inset) for the simulation]. In Fig. 3(a) the simulated repulsive
potential and the attractive basins felt by the probe particle
above the DBTH molecule in the vicinity of the two nonbonded
sulfur atoms are shown in a three-dimensional plot, together
with the trajectories of the probe particle as the tip approaches
the sample. One clearly observes a repulsive saddle between
the two sulfur-derived hillocks [a cross section through this
smooth saddle is displayed in the bottom diagram of Fig. 3(b)].
The trajectories in Fig. 3(a) reveal that the probe particle
relaxes away from the saddle ridge. This means that, e.g., for
the tip position xtip in Fig. 3(b) the probe particle is subject to
the repulsive force from the sample at xprobe. The mapping of
forces at xprobe to the macroscopic tip coordinate xtip introduces
the sharp ridge in the frequency shift signal #f that is shown
in the upper part of Fig. 3(b), although the surface potential
VSurf has a smooth saddle.

The mechanism illustrated in Fig. 3 is operational and leads
to sharp lines in the images whenever a repulsive saddle occurs
in the potential felt by the probe particle. The origin of this
saddle can either be the presence of “real” electron density or
the close proximity of atoms. In the case of covalent bonds,
the electron density also shows up as a smooth feature in
AFM images recorded at large tip distances at which the probe
particle does not show appreciable relaxation [first column of
Figs. 2(a) and 2(b)]. In the other case, the saddle arises merely
from the convolution of the electron densities of the probe
particle and the neighboring sample atoms at close tip-sample
distances and will disappear for larger distances.

Note that at very close distances the molecular contrast in
the experimental images may sometimes become significantly
asymmetric; see Fig. 2(c). We attribute this observation to an
asymmetry of some of the CO tips. To confirm this hypothesis,
we have repeated the simulations using a tilted probe, where
the equilibrium position of the probe particle is displaced by
1 Å along y axis away from the lateral position of the tip base.
The resulting images show asymmetric contrast on benzene
rings and in intermolecular features in good agreement with
the experimental findings; see Supplemental Material [25],
Fig. 4 and Video 1,2.

B. High-resolution STM contrast on and between molecules

We now analyze the high-resolution STM contrast (i.e.,
STHM and similar atomic probe contrasts) [6–9]. This contrast
has two aspects. On molecules their geometric structure
becomes visible, similar to high-resolution AFM [11], while
between molecules very pronounced intermolecular features,
such as sharp lines between oxygen and hydrogen atoms or
sharp-edged trapezoids between the perylene and anhydride
sides of two PTCDA molecules, appear [8,9]. The first aspect
regularly manifests itself very clearly for H2-, D2-, and
CO-functionalized tips, whereas the latter is more optimally

(a) (b)

(c)

FIG. 4. Intermolecular contrast in high-resolution STM images.
(a) Experimental constant height image recorded with a Xe tip
over PTCDA/Ag(111). Imaging parameters: area 18 Å × 18 Å;
V = −4 mV. Prior to the imaging the tip was stabilized at I = 0.1 nA
and V = −350 mV; then the bias was changed to V = −4 mV and
the tip was moved by 4 Å closer to the surface. (b) Simulated STM
image with Xe probe particle (TT tunneling channel). (c) Simulated
STM image with Xe probe particle (TS tunneling channel). Panels (b)
and (c) display approximately the same area as panel (a).
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pronounced with H2, D2, and Xe tips [9]. As we show now,
both aspects of high-resolution STM contrast are closely
linked to the same probe particle relaxation that also governs
high-resolution AFM images.

First, we focus on the contrast on the molecules, employing
exemplary images of PTCDA/Au(111) displayed in Fig. 2(e)
that were observed in experiments with a CO-functionalized
tip. Using the generic transport model described above, we
find that the spatial variation of the tunneling TS between the
probe particle and the sample [Fig. 2(d)] exhibits all essential
features of the experimental images in Fig. 2(e). In particular,
the overall shape of the molecules and at close distances the
appearance of sharp contours between the carbon rings are
both reproduced very well. Thus we are led to the conclusion
that in this case of a CO tip the experimentally observed
high-resolution STM images are mainly determined by the
TS tunneling process.

Turning next to the remarkable STM contrast in the regions
between the molecules, we choose the example of a Xe tip
(Fig. 4). This time we find excellent agreement between
experiment [Fig. 4(a)], carried out on PTCDA/Ag(111), and
the simulated image of TT tunneling [Fig. 4(b)]. Also, the
intramolecular contrast (bright aromatic rings with sharp C-C
bonds appearing dark) is well reproduced in the TT channel,
although on the molecules the difference between the TT and
TS images in Fig. 4(b) and Fig. 4(c) is not so large.

Apparently, different experimental situations generate tun-
neling contrasts of either TS or TT type. The obvious questions
is why? The variation of the tunneling current in each channel
depends exponentially on the distance between the probe
particle and the tip base (TT ) or the surface atoms (TS). In
the case of a CO tip, the presence of the stiff covalent bond
between CO and the tip base implies only minor changes in
the tip-CO distance as the tip is scanned across the sample.
Consequently, the TT channel does not contribute to the STM
contrast significantly and the TS channel prevails.

The situation is different in the case of a Xe tip. The weak
interaction (i.e., less stiff bond) between the Xe atom and the
tip base leads to more contrast in the TT channel for Xe than
for CO. At the same time, the contrast in the TS channel will
be reduced for Xe relative to CO, for two reasons. First, while
CO is electronically more strongly coupled to the tip (i.e., low
β) than to the sample, the electronic couplings of the Xe atom
to the tip and the sample are expected to be rather comparable;
this reduces the relative importance of the coupling to the
sample. Secondly and even more importantly, the large atomic
radius of Xe smears out the variation of the surface potential,
and thus the contrast in TS , effectively. In conclusion, the
mechanically and electronically more weakly coupled part
of the junction tends to determine the high-resolution STM
image.

C. Can hydrogen bonds be imaged?

The striking AFM/STM contrast between molecules, in-
cluding the sharp lines observed there, appear suggestive of
intermolecular bonds [8,9,16,17,23]. We therefore proceed
with addressing in the framework of our mechanical model the
imaging of hydrogen bonds with AFM that was attributed to

(a) (b)

FIG. 5. (Color online) Sharp intermolecular contrast and hy-
drogen bonds, part I. (a) A simulated AFM image for a 8-
hydroxyquinoline tetramer with CO probe particle (tip-sample dis-
tance 7.4 Å). The sharp lines in intermolecular regions agree very well
with the contrast reported in Fig. 2d of Ref. [17]. (b) Same image as
in panel (a), but with a schematic overlay of the molecular structure,
with atoms discriminated by colors (white: hydrogen; green: carbon;
blue: nitrogen; red: oxygen) and hydrogen bonds (short and strong
hydrogen bonds: white; weaker hydrogen bonds: gray). Numbers
indicate bond lengths in Å. The image color scale is rescaled by
maximum and minimum values of #f to provide best contrast.

the enhanced electron density between oxygen and hydrogen
atoms of neighboring molecules [17].

Our previous discussion of the results displayed in Figs. 2,
3, and 4 has shown quite generally that the intermolecular
contrast is very closely related to the lateral relaxation of the
probe particle. We are therefore led to the suggestion that also
the “hydrogen bonds” of Ref. [17] may in fact be due to this
effect. To test this conjecture that the observation of apparent
bonds is in general mainly driven by the relaxation of the
probe particle, we have performed AFM simulations for the
8-hydroxyquinoline tetramer (Fig. 5) that was investigated by
Zhang et al. [17]. The experimental image depicted in Fig. 2B
in Ref. [17] should be directly compared to our simulated
image at the distance z = 7.4 Å [Fig. 5(a)]. Our simulation
resolves sharp intermolecular lines connecting typical donors
(−OH groups) and acceptors (N, O atoms) of hydrogen bonds
very well (Fig. 5). According to the mechanism discussed in the
context with Fig. 3, these lines are well resolved in our model
simply because of the close proximity between donor and
acceptor atoms [see white dotted lines in Fig. 5(b) with bond
length labels]. Certainly, our purely mechanical model does
not have an increased electron density along those lines. On
the basis of this finding we suggest that also in the experiments
of Zhang et al. [17] probe particle relaxation may in fact be
the origin of the observed features which the authors identify
with hydrogen bonds.

The longer hydrogen bonds between CH groups and O, N
atoms [gray dotted lines, Fig. 5(b)], which are less pronounced
in Fig. 2B of Ref. [17], become visible in our simulations only
at even closer tip-sample proximity (cf. Supplemental Material
[25], Fig. 6). This as well as some other minor discrepancies
with experimental image (namely the different distortion of
aromatic rings) can be explained naturally by two reasons.
Firstly, the positions of the atoms in the molecules in our input
geometry are probably not exactly the same as in experiment.
Secondly, in the experiments, the molecules can move slightly
on the surface in both lateral and vertical direction under forces
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FIG. 6. (Color online) Sharp intermolecular contrast and hydrogen bonds, part II. Simulated AFM images of a monolayer of naphthalene
tetracarboxylic diimide (NTCDI) molecules that was studied experimentally by Sweetman et al. in Ref. [23]. (a) Without probe particle
relaxation; (b) with probe particle relaxation. The images in panel (b) agree very well with experimental AFM images in Figs. 1b and 1c
of Ref. [23].

exerted by the tip. These degrees of freedom are not included
in our simulation.

Recently an alternative explanation of the origin of the
hydrogen bonds was proposed by Sweetman et al. [23]. They
attribute the imaging mechanism of the hydrogen bonds to a
change of the electron density upon tip approach, but without
considering image distortions due to tip relaxation. Here we
show that although the mechanism discussed in Ref. [23] may
be present, it is the probe relaxation which is the driving
mechanism that makes the intermolecular bonds visible in the
AFM experiment. To do so, we compare experimental AFM
images acquired over naphthalene tetracarboxylic diimide
(NTCDI) [23] to images that were calculated using our AFM
model without [Fig. 6(a)] and with [Fig. 6(b)] probe particle
relaxation. Although in both cases we observe an increased
repulsion in the region between oxygen and hydrogen atom,
only the results obtained with the relaxing probe particle
resemble the experimental evidence in Ref. [23]. In simulated
images for the fixed probe particle the variation of the repulsion
over the bond is very smooth (similar to what is shown in
Fig. 4f of Ref. [23]) and the magnitude of the repulsive
interaction over hydrogen bonds is much smaller than over
the molecule. Only if we take the probe particle relaxation
into account are we able to reproduce the sharp contrast visible
simultaneously over the molecules and over the intermolecular
region in the experiment.

In addition, we note that the observation of an enhanced
Pauli repulsion over the area of the hydrogen bond (i.e.,
between the oxygen and hydrogen atoms of neighboring
molecules) in calculations with a rigid probe particle need
not be related to an increased electron density in this area.
A similar effect is caused by the convolution process due to

the finite size of the probe particle, as the following simple
consideration shows. For the purpose of the present argument,
the Pauli repulsion can be approximated by the overlap of
the electron densities of the tip and the sample. Even in
the case when there is no electronic density between two
atoms on the surface, e.g., the oxygen and hydrogen atoms
in a hydrogen bond, a probe particle with a radius that is
comparable to the oxygen hydrogen distance will overlap with
both surface atoms simultaneously. In AFM imaging, this gives
rise to the enhanced repulsion in between the atoms, as a mere
consequence of the superposition of the repulsions stemming
from both surface atoms. Therefore, it is hard to discriminate
the mechanism proposed in Ref. [23] from this straightforward
convolution effect that will always be present.

IV. CONCLUSIONS

In conclusion, we have developed a reliable numerical
model which despite its simplicity is able to reproduce
high-resolution AFM and STM images of molecules, recorded
with functionalized tips, very well. The excellent agreement
between simulated and experimental images allows us to show
that the appearance of sharply resolved structural resolution,
observed experimentally both in the AFM and the STM mode,
is due to strong lateral relaxations of the probe particle attached
to the metallic tip apex. At close tip-sample distances these
relaxations follow the potential energy basins produced by
the Pauli repulsion. Therefore, sharp features appearing in the
images always coincide with the borders of neighboring basins,
i.e., the narrow areas where the magnitude and the direction
of the lateral relaxation of the probe particle changes strongly
upon small variations of the position of the tip relative to the
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sample. Since the lateral and the vertical relaxations of the
probe particle are closely coupled, in the area between the
neighboring basins the vertical position of the probe particle
also becomes very sensitive to the precise position of the tip,
thus producing the sharp image features in the AFM images.

Furthermore, we have also demonstrated that our mechan-
ical model, if combined with a generic model of tunneling
through the probe particle junction based on the simplified
Landauer formalism, successfully explains the features of
high-resolution atomic contrast of STHM. Regarding the STM
contrast, we note a few salient points. (1) Any extension
of the present tunneling model that includes more realistic
charge transport effects will not change its essential feature:
namely, that the observed STM contrast is directly related to
the relaxation of the probe particle. (2) Our model confirms
the concept of the probe particle acting as a combined sensor
and transducer [7–9]. This concept relies on the presence
of at least one internal degree of freedom in the tunneling
junction which can sense a certain physical quantity and
transduce this signal into another physical quantity. In the
present case, our mechanical model shows how the probe
particle senses repulsive forces and by its response to them
(mainly lateral relaxation) couples this signal into the tunneling
conductance of the junction. (3) The high-resolution AFM and
STM imaging mechanism discussed in this paper can be also
applied to point contact microscopy [32–34] and contact force
microscopy [35,36], as in all the cases sharp features originate

from relaxation of the central part of the junction. However,
in the present case there is no hysteresis in the position of
the probe particle as the tip is scanned across the surface.
As a consequence, there is also no dependence on scanning
direction or speed, and all images can be reconstructed from
force vs distance or conductance vs distance curves measured
“statically” (as far as the lateral position is concerned) on a
grid above the surface.

Finally, we have demonstrated that most sharp image
features recorded with functionalized STM/AFM tips, and
in particular the resolution obtained in the areas between
molecules, do not follow necessarily an increased electron den-
sity corresponding to any kind of interatomic or intermolecular
bonds, but they trace the sharp boundaries between basins of
the short-range repulsive potential produced by atoms that
reside close to each other.
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Recently, the family of high-resolution scanning probe imaging techniques using decorated tips has been
complemented by a method based on inelastic electron tunneling spectroscopy (IETS). The new technique
resolves the inner structure of organic molecules by mapping the vibrational energy of a single carbon
monoxide (CO) molecule positioned at the apex of a scanning tunneling microscope (STM) tip. Here, we
explain high-resolution IETS imaging by extending a model developed earlier for STM and atomic force
microscopy (AFM) imaging with decorated tips. In particular, we show that the tip decorated with CO acts
as a nanoscale sensor that changes the energy of its frustrated translation mode in response to changes
of the local curvature of the surface potential. In addition, we show that high resolution AFM, STM, and
IETS-STM images can deliver information about the charge distribution within molecules deposited on a
surface. To demonstrate this, we extend our mechanical model by taking into account electrostatic forces
acting on the decorated tip in the surface Hartree potential.
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One of the most exciting and significant breakthroughs
in the field of scanning probe microscopy in the last years
is undoubtedly the achievement of high-resolution STM [1]
and AFM [2] images of molecular structures with func-
tionalized tips [3–5]. In general, the high-resolution
images, being typically acquired in the regime where the
tip-surface interaction becomes repulsive, are characterized
by the presence of sharp features in both intra- and
intermolecular regions. The sharp ridges observed in the
intramolecular region often mimic the internal molecular
structure [4,6], with only a few exceptions [7,8]. The
capability of AFM/STM to resolve internal atomic and
chemical structures in real space opened new horizons for
the characterization of molecules and surfaces at the atomic
scale [6,9–17].
The origin of the high resolution of molecular structures

in AFM and STM images has been attributed to Pauli
repulsion [2,4,18] and the bending of the functionalized tip
apex [6]. Recently, we introduced a simulation model
which provides a unified insight into the detailed mecha-
nism of the high-resolution imaging with decorated tips in
both AFM and STM [8]. According to the model, the
decorated tip apex acts as a nanoscale force sensor that
responds with significant relaxations of the decorating
particle (probe particle) towards local minima of the tip-
sample interaction potential at close distances. These
relaxations cause kinks in both the frequency shift and
the tunneling current signals and thus become observable in
AFM and STM images as sharp contrast features [8].
Although the model of Ref. [8] was originally used to

confirm the decisive role of Pauli repulsion in high-
resolution STM and AFM imaging of molecular structures
with functionalized tips, it must be noted that imaging of
other types of interactions (e.g., electrostatic) should also
be possible. Namely, the influence of the intramolecular
charge distribution [19] on the molecular contrast has not
been analyzed in detail yet.
Inelastic electron tunneling spectroscopy (IETS) [20] is a

well-established technique, which has been used to per-
form, e.g., chemical identification [21] or reaction [22–24]
and molecular manipulation [25]. Very recently, Chiang
et al. [26] introduced a novel approach of high-resolution
molecular imaging by means of IETS. They obtained high-
resolution images of a cobalt-phthalocyanine (CoPc)
molecule deposited on the Ag(110) surface by mapping
the IETS feature corresponding to the frustrated translation
vibrational mode of a CO molecule attached to the STM
tip. The IETS-STM maps of Chiang et al. show the sharply
resolved structure of the molecular skeleton (i.e., the
positions of atoms and bonds), very similar to the high-
resolution AFM/STM images with functionalized tips
[1,2]. Also the constant-height STM image recorded during
IETS mapping (see Fig. S4 in Ref. [26]) shows character-
istic sharp contrast features similar to those observed in
earlier STM experiments [1,4,27]. Further proliferation of
the IETS-STM imaging method, as well as the precise
interpretation of the experimental results, strongly depends
on a detailed understanding of the imaging mechanism.
However, the underlying mechanism of the high-resolution
IETS-STM images has not been addressed yet.

PRL 113, 226101 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending

28 NOVEMBER 2014

0031-9007=14=113(22)=226101(5) 226101-1 © 2014 American Physical Society

http://dx.doi.org/10.1103/PhysRevLett.113.226101
http://dx.doi.org/10.1103/PhysRevLett.113.226101
http://dx.doi.org/10.1103/PhysRevLett.113.226101
http://dx.doi.org/10.1103/PhysRevLett.113.226101


In this Letter, we provide an explanation of the origin
of the high-resolution IETS-STM images of Ref. [26].
We show how the frequency of the frustrated translation
mode of the probe particle terminating the tip is influenced
by changes of the surface potential. The IETS-STM
imaging can thus be seen as another utilization of the
nanoscale sensor functionality of the decorated tip [4],
mapping the interactions between the tip and the surface
and transducing it—in this case—into the characteristic
IETS signal. We also extend our AFM/STM simulation
model [8] by including the electrostatic force acting on the
functionalized probe in the surface Hartree potential. This
allows us to analyze in detail the influence of electrostatic
forces on high-resolution images. By applying the extended
model to the analysis of the IETS-STM images of
CoPc=Agð110Þ reported by Chiang et al. [26], we dem-
onstrate that the decorated tip is also sensitive to the
electrostatic interaction between a charge localized on
the tip apex and an electrostatic polarization generated
by the inhomogeneous charge distribution inside the CoPc
molecule.
We start by briefly summarizing the basic ingredients

of our mechanical model; for details, see Ref. [8]. A single
atom or a small molecule decorating the apex of a metal
tip is modeled by a single point particle interacting via van
der Waals attraction and Pauli repulsion with the atoms of
the surface and the metallic tip apex atom. These inter-
actions are described by empirical pairwise Lennard-Jones
(LJ) potentials. The repulsive branch of the LJ potential
describes the Pauli repulsion that plays the key role in the
high-resolution imaging. Additionally, in order to simulate
the cylindrical confinement potential of the tip, the move-
ment of the probe particle is constrained by a lateral
harmonic potential below the metallic tip apex. The
harmonic potential determines the lateral “bending” stiff-
ness k of the functionalized tip.
On top of the mechanical model we simulate the STM

images by computing the tunneling current through the
junction at each lateral position of the tip as a two-step
tunneling process between the tip and the probe particle and
further between the probe particle and the sample. As it has
been shown previously [8], our model reproduces all
essential features of experimental high-resolution AFM/
STM images very well. More details about the model and
its comparison with experimental evidence can be found
in Ref. [8].
To address the IETS-STM experiments of Ref. [26], we

have extended our model to include a calculation of the
vibrational energy levels ε of the probe particle. In addition,
we have included the previously neglected electrostatic
force which stems from the Coulombic interaction between
the internal charge distribution on a surface or in a molecule
and a charge cloud localized on the probe particle. For the
detailed description of the new model see the Supplemental
Material [28].

For didactic purposes, we first illustrate on a simplified
model how the interaction with a surface atom influences
vibration modes of the probe particle. In this model the
probe particle can move just in one dimension (xPROBE)
while it is fixed at a particular distance (zPROBE) from
the single atom on the surface. The overall potential felt by
the probe particle is given by two contributions: (i) the
harmonic potential, which simulates bending stiffness of
the probe particle [see VSPRING in Fig. 1(a)] and (ii) the van
der Waals and Pauli potentials acting between the probe
particle and the surface atom modeled by the LJ potential

(a) (b)

(c)

FIG. 1 (color online). 1D IETS-STM model. (a) Individual
contributions to the potential energy of the probe particle, plotted
as a function of its lateral position xPROBE: The full line shows the
harmonic potential of the tip (VSPRING) responsible for the lateral
confinement of the probe particle beneath the apex. The dashed
lines show the L-J potential of the interaction of the probe particle
with the surface atom (VATOM) or three different distances
between probe particle and surface zPROBE= 5.5 Å (pink dashed
line), 3.5 Å (blue dash-dot line) and 2.9 Å (green dotted line).
(b) Corresponding evolution of the vibration energy eigenvalue ϵ
of the probe particle (red line) and probe particle potential energy
VATOM (black line) as a function of zPROBE. Relaxations of the
probe particle are not taken into the account in the model.
(c) Schematic explanation how the variation of the vibration
energy eigenvalue ϵ (red line) affects the intensity of the IETS-
STM signal (blue peak) when the tip scans over a surface
protrusion (e.g. a bond ridge or an atom). At close tip-surface
distances (repulsive regime), the proximity of the surface atom/
bond ridge produces a softening of the vibration energy ϵ with
respect to the unperturbed vibration energy ϵ0 (dashed blue line).
Thus the characteristic IETS peak [21] (represented by the red
gaussian) centered at the vibration energy ϵ crosses the bias set
point (green line) at a certain xTIP accordingly changing the IETS-
STM signal (blue peak). We used L-J parameters of oxygen atom
for both probe particle and surface atom (see [28]) for (a),(b).
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[VATOM in Figs. 1(a) and 1(b)]. For simplicity, the LJ
potential between the probe particle and the tip apex atom is
neglected in the didactic one-dimensional model; instead,
the probe particle is constrained to a fixed zPROBE. Note,
however, that in our full 3D simulations this potential is
included.
The red line in Fig. 1(b) shows the variation of the

vibrational energy ε with the distance zPROBE. In the far
distance regime, e.g., at zPROBE ¼ 5.5 Å, the interaction
with the substrate is negligible. Therefore, the potential
affecting the motion of the probe particle is entirely
determined by the lateral harmonic potential of the tip.
In our simulations we set the stiffness of this potential to
k ¼ 1.44 N=m. This provides a vibrational energy of
the frustrated translation mode of 2.4 meV, which is in
good agreement with the experimental observation [26].
The chosen k corresponds well to the upper range predicted
for CO-terminated tips (see the supplementary section
of Ref. [6]).
At intermediate distances, e.g., zPROBE ¼ 3.5 Å, the

presence of the attractive surface potential with convex
curvature increases slightly the vibration energy ε (by
< 0.1 meV). On the other hand, at close distances, e.g.,
zPROBE ¼ 2.9 Å, the surface potential becomes repulsive
with a distinct concave curvature near the maximum at the
position of the surface atom [see the dashed green line in
Fig. 1(a)]. This leads to a considerable softening (by
≈0.3 meV) of the vibration energy ε.
If we approach even closer towards the surface atom, the

curvature of the total potential would become negative,
leading to an unphysical imaginary vibration frequency.
At these distances, it is thus necessary to consider the
relaxation of the probe particle into a new local minimum to
obtain physically meaningful results.
Let us generalize this observation to a 2D situation,

where the tip scans in a lateral direction over a molecule at a
close distance. In this case, the repulsion and, hence, the
concave curvature of the surface potential is highest in
areas directly above the molecular skeleton (i.e., local
maxima and saddles). Figure 1(c) displays schematically
the variation of the frustrated translation vibrational energy
ε when the tip moves laterally across a bond or atom of
the molecule. We see that ε and, consequently, the position
of the IETS peak [29] decrease as the probe particle
approaches the bond or atom, with a sharp minimum just
above them. Therefore, the lateral mapping of the IETS
peak intensity, recorded at a properly selected bias voltage
[indicated by the dashed green line in Fig. 1(c)], gives rise
to an image contrast that exhibits significant variations over
bonds and atoms. This explains why in the experiment
bond ridges appear bright in the IETS signal [26]. However,
we should stress that in the above analysis we have not yet
taken into account the probe particle relaxation. As we will
demonstrate later, the probe particle relaxation leads to a
considerable sharpening of the IETS-STM contrast, as in

the case of high-resolution AFM and STM imaging [6,8]
(see also the Supplemental Material [28]).
Now we benchmark our model against experimental

results of a CoPc molecule deposited on a Ag(110) surface
[26]. First, we carry out total energy DFT calculations with
the VASP code in order to obtain an optimized structure of
the adsorbed molecule. A detailed description of the DFT
calculations can be found in the Supplemental Material
[28]. According to the DFT calculations, the molecule is
located ≈3 Å above the surface and the Co and N atoms
bend slightly downward, establishing a chemical bond with
Ag atoms underneath. On the other hand, the outer benzene
rings move slightly upward so that the molecular buckling
is ≈0.6 Å.
More importantly, the DFT simulation indicates a sub-

stantial charge redistribution within the CoPc molecule.
The Hartree potential shown in Fig. 2 reveals a positive
potential over the pentagonal pyrrole ring and a negative
potential over the imine nitrogens. In order to account for
the possible effects caused by the charge redistribution
inside CoPc, we extend the original model [8] by including
the electrostatic interactions between the probe particle and
the surface. The electrostatic force is evaluated from the
Hartree surface potential obtained from DFT calculations
and a preselected charge density on the probe particle (for
details see the Supplemental Material [28]). As will be
shown below, the inclusion of electrostatic interactions
between the tip and the surface is vital for understanding
the experimental IETS-STM contrast.
A detailed analysis of the experimental IETS-STM

images of the CoPc molecule reveals an enlargement of
the pyrrole rings together with a contraction of the area
corresponding to the imine nitrogens in the central part of

FIG. 2 (color online). Hartree potential of a CoPc molecule
adsorbed on Ag(110), obtained from DFT calculations in the xy
plane 2.00 Å above the Co atom of the molecule. The Hartree
potential reveals substantial partial charging between the pyrrole
rings and imine nitrogens. Color scale bar in eV. The following
color code for atoms is used: N: blue, C: gray, H: turquoise,
Co: pink.
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the molecule (see Fig. 3 in Ref. [26]). This is the area where
the Hartree potential rapidly changes its sign (see Fig. 2).
Figure 3 shows our simulated constant-height IETS-STM
images obtained with the extended simulation model,
including the electrostatic interactions for different values
of charge located on the probe particle. We see that the
inclusion of the electrostatic interaction distorts the
molecular contrast in the central part of the molecule
(the red line in Fig. 3 depicts the molecular skeleton of
the relaxed molecule). The calculated IETS-STM image
[Fig. 3(a)] obtained with the negatively charged probe
particle Q ¼ −0.4e matches very well the experimental
evidence (compare to Fig. 3A in Ref. [26]). Alternatively,
the presence of the positive chargeQ ¼ þ0.4e on the probe
particle leads to an opposite effect as visible in Fig. 3.
We note that our simulated constant-height IETS-STM

images display a more pronounced contrast on the outer
benzene rings compared to the experiment [26]. This
discrepancy can be explained by the large flexibility of
the outer benzene rings. According to our DFT simulations,
the benzene rings are only weakly coupled to the silver
surface. Thus, when the tip operates in the repulsive
regime, one can expect the flexible benzene rings of CoPc
to bend down under the force exerted by the tip. We assume
this bending to be responsible for the reduced resolution
over the benzene rings in the experiment. In the IETS-STM
simulation, in contrast, the atomic structure of the molecule
on the surface is fixed rigidly; this gives rise to the
enhanced atomic contrast over the benzene rings in
comparison with experiment.
Finally we compare the different channels (AFM, STM,

and IETS) calculated with our simulation model, including
the electrostatic distortion correction considering the probe

particle with a negative charge of −0.4e. Figure 4(a)
illustrates the relaxation of the probe particle due to the
interaction with the surface, which is responsible for the
distortion and sharpening of AFM/STM images as dis-
cussed in Refs. [6,8]. In the far distance regime, where the
probe particle does not relax, the molecular contrast is
blurred in all channels. The situation changes when the
probe particle starts to move towards the local minima of
the surface potential, producing the sharpening of both the
STM and AFM contrasts, followed by the characteristic
AFM signal inversion between the atoms or bonds and
the rings [8]. Simultaneously with the sharpening of the
STM and AFM contrasts and the inversion of the AFM
contrast we observe a considerable sharpening of the
contrast in the IETS-STM channel, which unambiguously
proves the importance of the probe particle relaxation also
for the increased resolution observed in the experimental
IETS-STM images.
We stress that the pattern of the calculated constant-

height IETS-STM image at the far tip-sample distance
z ¼ 8 Å shown in Fig. 4(c) coincides very well with the

FIG. 3 (color online). Simulated constant-height IETS-STM
images calculated at tip-sample distance z ¼ 7.3 Å at V ¼
1.5 mV for different point charge values on the probe particle,
Q ¼ −0.4e, 0, and þ0.4e. (a) IETS-STM images. (b) The same
images as in panel (a), overlaid with the molecular skeleton
(red line) of the relaxed CoPc molecule on Ag(110) obtained by
the DFT calculations. Bright color indicates a large intensity of
the IETS signal; see [29].

FIG. 4 (color online). Simulated constant-height AFM, STM,
and IETS-STM images obtained with the extended simulation
model assuming probe particle charge of −0.4e. (a) Red dots
indicate the relaxed xy position of the probe particle; AFM (b),
IETS-STM (c), and STM (d) channels for different tip-sample
distances z ¼ 8.0, 7.3, and 7.0 Å are shown. Color scales in all
images except (a) are renormalized to obtain the best molecular
contrast.
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Hartree potential projected in the same z plane (see Fig. 3).
This means that for these distances the shape of the tip-
sample potential energy is determined mostly by the
electrostatic interaction. Consequently, IETS-STM images
acquired at far distances map directly the variation of the
surface electrostatic potential at the given z.
To summarize, we have shown that the frustrated trans-

lation of the CO molecule at the tip apex reacts sensitively
to the changes of local curvature of the surface potential.
Namely, the attractive (convex) and repulsive (concave)
character of the surface potential induces vibration mode
hardening and softening, respectively. Detection of the
resultant variations of the vibrational energy by the stan-
dard technique of IETS-STM allows one to map laterally
the curvature of the surface potential. Since the curvature of
the surface potential changes strongly in the vicinity of the
atoms and interatomic bonds, the obtained maps are
expected to be closely related to the underlying structure
of the scanned surface. Furthermore, we have shown that
the structural resolution obtained by lateral mapping of
the IETS-STM signal is further sharpened by the lateral
relaxations of the particle decorating the tip that occurs
under the influence of the repulsive forces acting on it
from the surface. This mechanism puts AFM, STM, and
IETS-STM imaging with modified tips on a common
ground. Finally, we have demonstrated that decorated tips
can also be used to image local distributions of electrostatic
charge. Eventually, this observation may be useful for the
development and understanding of imaging techniques
yielding better spacial resolution than the traditional
AFM-based Kelvin probe force microscopy [19]. We
believe that a detailed understanding of the IETS imaging
mechanism and the influence of the internal charge dis-
tribution on the high-resolution images will contribute to
further proliferate scanning probe microscopy techniques.
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Kelvin probe force spectroscopy was used to characterize the charge distribution of individual molecules
with polar bonds. Whereas this technique represents the charge distribution with moderate resolution for
large tip-molecule separations, it fails for short distances. Here, we introduce a novel local force
spectroscopy technique which allows one to better disentangle electrostatic from other contributions in the
force signal. It enables one to obtain charge-related maps at even closer tip-sample distances, where the
lateral resolution is further enhanced. This enhanced resolution allows one to resolve contrast variations
along individual polar bonds.
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The use of a well-defined functionalization of a scanning
probe tip with one CO molecule has enabled submolecular
resolution in frequency-modulated atomic force microscopy
(FM-AFM) resolving the chemical structure of individual
molecules [1]. Since then, this technique has been widely
applied [2–10].AFM-basedKelvinprobe force spectroscopy
(KPFS) [11] provides the local contact potential difference
(LCPD) between tip and sample [12–14]. As surface charges
and dipoles affect the local work function, LCPD is inti-
mately linked to the charge distribution at surfaces [15,16]
such that KPFS can be used to determine the charge state of
individual atoms [17] and molecules [18], for example.
Hence, the use of tip functionalization in KPFS promises
themapping of charge distributions at ultimate resolution and
inside molecules, which is key to the understanding of basic
processes in many fields, e.g., organic photovoltaics.
Mapping of the quadrupole moment in a molecular switch
[4] and of the dipole moment in donor-acceptor molecules
[10] has been achieved with CO-terminated AFM tips
recently. However, in order to attain charge resolution at
the level of individual bonds, the probe has to be brought so
close to the sample that other force contributions also become
important. In this regime, KPFSmaps have shown a contrast
inversion [10]whichhints that theymaynot reflect the charge
distribution anymore [10].
Here we study trimeric perfluoro-ortho-phenylene mer-

cury (F12C18Hg3) and its hydrogen-terminated counterpart
H12C18Hg3, exhibiting bonds of different polarities and
intramolecular charge distributions. By analyzing distance-
dependent KPFS maps of these along with the residuals
from fits, we show that KPFS fails to reproduce LCPD in
the very-close-distance regime. We identify one physical
reason for this limitation of KPFS, which lies in the bias

dependence of nonelectrostatic short-range force contribu-
tions. To overcome this constraint, we propose a novel FM-
AFM-based technique to detect the charge distribution on
atomic scales. It exploits the dependence of the electric
field on tip-sample distance to map out the charge dis-
tribution at highest resolution. At intermediate distances, at
which KPFS works reliably, it was tested for several
different molecules in comparison to KPFS maps. The
novel technique allows one to extend the mapping to even
closer distances, where KPFS fails. In this regime, we
investigate the charge distribution in F12C18Hg3 and
H12C18Hg3, for which contrast changes along individual
polar bonds could be resolved.
Experiments were performed using a homebuilt

qPlus-based [19] FM-AFM [20] in ultrahigh vacuum
(p ≈ 5 × 10−11 mbar) at low temperatures of ≃ 5 K
including scanning-tunneling functionality. All investiga-
tions of F12C18Hg3, H12C18Hg3, and perylene-3,4,9,10-
tetracarboxylic dianhydride (PTCDA) were performed with
the molecules directly adsorbed on Cu(111), whereas
10-chloro-anthracene-9-carbonitrile (ClAnCN) was studied
on a double layer of NaCl on Cu(111). The tip was
functionalized with a CO molecule, and bias voltages refer
to the sample with respect to the tip. All AFM data were
obtained at 0.5 Å oscillation amplitude, and all images and
KPFS maps were acquired in constant-height mode.
Calculations of F12C18Hg3 and H12C18Hg3 on Cu(111)
are based on total-energy density-functional theory (DFT)
[21] (for details, see Ref. [22]).
To unambiguously relate the experimental data to the

polar nature of bonds, we compared F12C18Hg3 and
H12C18Hg3 molecules adsorbed next to each other in the
same data set, acquired with the very same tip apex.
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Figures 1(a) and 1(c) show the chemical structure and a Δf
image of both molecules, respectively. To map out the local
contact potential difference between the CO-functionalized
tip and the sample, KPFS spectra [11] have been acquired
on a dense grid of sample points over the molecules [4].
Each KPFS spectrum ΔfðVÞ shows a parabolic shape [see
Fig. 1(d)] and from a fit to a parabola, the voltage V⋆, at
which ΔfðVÞ has its maximum, is extracted. Usually, V⋆ is
assumed to equal the voltage of compensated LCPD, such
that VLCPD ¼ V⋆ [11]. Figures 1(e)–1(f) show the maps of
V⋆ values with decreasing tip-sample distance. For rela-
tively large distances of 12.0 Å, these V⋆ maps show a
contrast that is expected from an interface dipole formation
[15]. For the remainder, it is important that any charge at the
surface of the metal substrate will be screened efficiently
(the image-charge effect) leading to a dipole rather than an
isolated point charge [30]. Because of this and the super-
position principle, any distribution of charges at a metal
surface can equally be described by a set of dipoles, each
perpendicular to the surface; see the inset in Fig. 2(a). Each
of these dipoles will change the LCPD. This highlights the

direct link between charges inside the adsorbate, the
resulting surface dipoles, and LCPD. Upon approaching
the surface slightly, Fig. 1(f), the V⋆ contrast increases and
shows higher lateral resolution. The largest shifts of the V⋆
signal are observed at the circumference of the molecule. In
agreement with this observation, our DFT simulations
reveal that the interface dipoles at the two molecules of
−1.16D and þ3.87D, respectively, are mainly due to
vertical relaxations of the polar peripheral bonds of
opposite polarity (Cδþ − Fδ−vsCδ− − Hδþ); see Fig. S5
in Ref. [22]. At the closest distance in the experiment,
Fig. 1(h), mercury atoms within F12C18Hg3 become ap-
parent. In addition, the contrast inverses at the outer part of
the phenylene groups, where it shows sharp red to blue
transitions. Although this intramolecular contrast is
remarkable, such a contrast inversion [10] is incompatible
with the simple interpretation in terms of LCPD [22].
One possible contribution to the KPFS signal at close

distances is the so-called phantom force [32] resulting from
the current. However, a strong influence of phantom force
can be excluded here, because (i) the tunneling current image
[Fig. 1(b)] bears no resemblance to the features of the
contrast inversion, and (ii) the tunneling current is similar for
both molecules, whereas V⋆ is strikingly different.
Instead, it has been speculated that the contrast inversion

stems from the probe penetrating the molecule’s electron
shell so that the unscreened core charges contribute to the
KPFS signal [10]. Electrostatic force contributions give rise
to the parabolic dependence of ΔfðVÞ [11,15]. From the
above reasoning, no deviation from a parabolic shape is
expected. Therefore, we analyzed the residuals of the
parabolic fit to the KPFS spectra for different distances,
as is shown in Fig. 2(b). Whereas, at large distances, the
residuum is a random noise signal—it shows structure not
compatible with noise at close distances. This systematic
deviation from a parabolic shape points toward a contri-
bution to the signal involving not only electrostatics.
The large electric fields in the junction on the order of

109 V=m that occur upon acquisition of a KPFS parabola
will lead to a relaxation of the positions of atoms that carry
net charge (ionic polarization), and a Stark effect of the
electron shell (electronic polarization). Both effects will
affect the overlap of the electron shells of tip and sample,
contributing to the Pauli repulsion and hence to Δf in the
close-distance regime [33]. As the Pauli repulsion is very
short range in nature, even tiny relaxations lead to an
appreciable signal. The above considerations provide a
good reason why KPFS fails to reproduce LCPD in this
regime. Upon sweeping the bias voltage, the sample and the
tip will undergo relaxations affecting the Pauli repulsion
and hence the frequency shift. Since this involves non-
electrostatic interactions, a deviation from a parabolic
shape of ΔfðVÞ can be expected. Even if this deviation
is not immediately apparent from looking at the data, the fit
of V⋆ might be heavily affected. To analyze this, we
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FIG. 1 (color online). KPFS on grids on individual F12C18Hg3
and H12C18Hg3 molecules. (a) Ball models of F12C18Hg3 (left-
hand side) and H12C18Hg3 (right-hand side) shown in the same
orientation as the molecules under investigation. Carbon, mer-
cury, hydrogen, and fluorine atoms are represented in black, gray,
white, and blue, respectively. At each point of a dense grid over
the molecules (schematically indicated by red dots), individual
spectra are acquired. (b) Current image of the two molecules
(z ¼ 9.6 Å [22], V ¼ 0.2 V). (c) Δf image (z ¼ 9.0 Å).
(d) Exemplary KPFS spectrum (blue) of one grid point with
parabolic fit (pink) from which V⋆ is extracted (green). (e)–(h) V⋆
maps acquired at z ¼ 12.0, 10.1, 9.8, and 9.6 Å. The exper-
imental data in (h) is partially overlaid with models to indicate the
position of individual atoms. All scale bars are 5 Å.
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evaluated the goodness of the parabolic fit to the exper-
imental ΔfðVÞ spectrum for each pixel of Fig. 1(h),
revealing that the contrast inversion is spatially correlated
with systematic deviations from parabolas; see Fig. S1
in Ref. [22].
Whereas the above considerations hint toward a funda-

mental limitation of KPFS to reproduce LCPD at very close
distances, they offer a route to overcome the limitations of
KPFS in charge detection at very close distances, as
follows. The basic idea of the novel scheme is to better
disentangle electrostatic from nonelectrostatic contribu-
tions of Δf from their different distance dependence
[34]. In addition to KPFS spectra ΔfðVÞ (at a given tip
height), we acquired ΔfðzÞ data for two distinctly different
bias voltages Vi; see the schematic in Fig. 2(a). Both of
these ΔfðzÞ curves are expected to display the distance
dependence of the forces (or—more precisely—the tip-
sample stiffness ∂Fz=∂z) between tip and sample molecule.
The interactions other than electrostatic in origin can be
modeled by a Lennard-Jones potential; we therefore refer to
the part of the ΔfðzÞ signal resulting from these contri-
butions as ΔfLJðzÞ. A vertical relaxation δz resulting from
the drastic change of bias voltage will—in good approxi-
mation [22]—simply shift the two ΔfðzÞ curves with
respect to the vertical position z, so that ΔfLJðz; V2Þ≃
ΔfLJðzþ δz; V1Þ. As these relaxations are expected to be
small, a Taylor expansion yields that the difference
ΔfLJðz;V2Þ−ΔfLJðz;V1Þ≃ΔfLJðzþδz;V1Þ−ΔfLJðz;V1Þ≃
δz·Δf0LJðz;V1Þ equals the product of δz times the derivative
Δf0LJðz; V1Þ ¼ ∂ΔfLJðz; V1Þ=∂z. Hence, the extraction of

the difference signal may directly provide information
about the polarization of molecules on surfaces.
Moreover, the twoΔfðzÞ spectra will also contain several

electrostatic contributions which can be classified [35,36] in
the ones that stem from the overall electrostatic tip-substrate
interaction and those from local charges in the junction. The
former can be eliminated by subtracting the ΔfðzÞ signal
acquired away from the molecule on the bare substrate from
each of the spectra at the given voltage. Henceforth, ΔfðzÞ
refers to the background subtracted signal. Note that this
background subtraction will not affect the considerations
discussed in the previous paragraph. What remains are the
contributions from local charges inside the junction. We
make use of the fact that in the presence of themetal, they can
be described by a set of vertical dipoles (see above). Each of
these dipoles interacts with a local electric field in the
junction. Even though the electric field is enhanced locally
right beneath the tip [see Fig. S7 in Ref. [22]], we approxi-
mate it for simplicity as ðVbias − LCPDÞ=z, where z is the tip-
substrate distance [37].
As the surface dipole p and the electric field right

beneath the functionalized tip are both oriented
perpendicular to the surface, their interaction potential equals
pðVbias − LCPDÞ=z. Differentiating this expression twice
yields a correspondingΔfðzÞ contribution, which is propor-
tional to pðVbias − LCPDÞ=z3. Hence, the difference spec-
trum ΔΔfðz;ΔVÞ ¼ Δfðz; V2Þ − Δfðz; V1Þ is expected to
show two contributions: one being proportional to
δzΔf0ðz; V1Þ [due to vertical relaxation δz, the pink curve
in Fig. 2(d)] and a second one proportional to pΔV=z3 (the
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FIG. 2 (color online). Deducing intramolecular charge distribution from z ramps. (a) Schematic illustration of the data acquisition
procedure: For each lateral grid position, two KPFS parabolas at different distances (I → II and III → IV) and two ΔfðzÞ curves at
different voltages (II → III and IV → I) are recorded. (b) Residuals of the parabolic fit to KPFS data show just random noise for a large
tip-sample spacing (orange) but systematic deviations for a short one (green). (Data points smoothed over 75 mV.) (c) Background
subtracted Δfðz; ViÞ curves along with their Lennard-Jones fits. (d) The difference spectrum ΔΔfðz;ΔVÞ (blue) is fitted by
contributions from electrostatics (green) and vertical relaxation (pink), the sum of which is shown in black (the dashed gray line
indicates zero). The green marker in (f) indicates the lateral position of the spectra shown in (a)–(d). (e)–(p) Comparison of dipole-
distribution maps extracted from Δfðz; ViÞ spectra [(h), (m), (p)] and conventional KPFS maps [(g), (l), (o)] at relatively large distances
for PTCDA [(e)–(h)], ClAnCN [(i)–(m)], and F12C18Hg3 and H12C18Hg3 [(n)–(p)] [31].
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green curve) indicating the presence of surface dipoles p in
the junction [38]. Note that the functional dependences on z
of these two contributions are qualitatively different from
each other and therefore allow one to discriminate between
the two in a fitting procedure [39]. One has to be aware that
the above proposed novel method and fitting procedure
involve quite some simplifications and approximations [22].
Although we believe that extracting the bias-dependent

vertical relaxation δz from these fits may turn out to be
useful in the future, in the current experiment we attribute
any such relaxations mainly to the CO at the tip [33] rather
than to the molecule on the surface. We therefore disregard
the relaxation δz and concentrate on the dipole maps only.
Figure 2 displays the experiments following the scheme
described above. For each point on a dense grid, we
recorded the frequency shift as a function of the tip-sample
spacing at two different bias voltages, as is exemplarily
displayed for one individual grid point in a 3D representa-
tion in Fig. 2(a). The two spectra Δfðz; V1Þ and Δfðz; V2Þ
are depicted in Fig. 2(c). Despite their similarity, the
difference signal ΔΔfðz;ΔVÞ displayed in Fig. 2(d) still
shows distinct features. A comparison to the derivative
Δf0ðz; V1Þ (pink) shows striking agreement in the overall
shape, which we view as a confirmation of the relaxation
effect, as described above. The offset between the exper-
imental data and Δf0ðz; V1Þ indicates clearly that another
contribution is missing. An additional contribution propor-
tional to −ΔV=z3 (green) results in a sum (black) that
excellently fits the data. From this fitting procedure, the
dipole p is extracted for each grid point, rendering maps,
which are henceforth referred to as dipole maps. To test the
novel method, we compared such dipole maps to maps of
V⋆ ¼ VLCPD from KPFS at distances at which KPFS works
reliably. The resulting maps are displayed in Figs. 2(e)–2(p)
for PTCDA on copper, ClAnCN on the NaCl bilayer on
copper, and for F12C18Hg3 and H12C18Hg3 on copper,
along with a model of their chemical structure and a Δf
image. In the case of ClAnCN, the NaCl bilayer was
introduced to benchmark the method also for a distinctly
different electronic coupling and current regime. In all
cases the dipole maps [Figs. 2(h), 2(m), and 2(p)] closely
resemble the V⋆ maps [cf. Figs. 2(g), 2(l), and 2(o)]. In
turn, in this regime V⋆ maps are assumed to reflect the local
charge distribution [4,10,15].
Lateral resolution and contrast increase drastically when

the tip-sample spacing is reduced. A corresponding dipole
map for F12C18Hg3 andH12C18Hg3 on copper is displayed in
Fig. 3, along with aΔf image and theDFT calculated charge
distribution, for comparison. Note that the dipole maps are
expected to be a convolution of the local dipoles with the
lateral profile of the electric field beneath the tip [40],
smearing out the apparent dipole distribution. Remarkably,
this map still shows pronounced intramolecular contrast
without suffering from similar artifacts as the KPFS-derived
map shown in Fig. 1(h). Interestingly, at the positions of the

mercury atoms, the contrast in thismap ismuch stronger than
in the Δf images [cf. Figs. 1(c) and 3(a)].
The dipole map shows a contrast that is in agreement

with the calculated charge distribution [see Fig. 3(b)] and
the electrostatic potential map (see Ref. [22]). The contrast
observed at the circumference of the molecules fits to the
overall surface dipole as discussed above. Directly along
the C-F bonds a strong contrast change from green to red
indicates the electrons being pulled toward the fluorine
(Cδþ − Fδ−). The C-H bonds show much less of a polar
nature, with a tendency toward Cδ− − Hδþ in accordance
with the Bader analysis [see Fig. 3(b)]. The map also
reveals that the mercury atoms on both molecules appa-
rently carry net positive charge, in good agreement with
DFT. The signal on benzene rings shows relatively weak
contrast with respect to Hg atoms, in fair agreement with
the calculations.
It needs to be emphasized that the dipole maps—even

though provided in units of Debye—may not be taken as
being quantitative. Experimental uncertainties in determin-
ing the absolute tip-sample distance, averaging effects, the
bending of the CO molecule at the tip apex, the approx-
imations made in the fitting procedure, and tip-induced
surface dipoles may influence the quantitative interpreta-
tion. Nonetheless, we are convinced that this novel tech-
nique presents a route to better disentangle electrostatic
from nonelectrostatic contributions to overcome the limi-
tations of KPFS at closest distances and highest resolution.
It may even be a first step toward a quantitative determi-
nation of surface dipoles.
In conclusion, the experiments presented here provide

insight as to why KPFS systematically fails to reproduce
the LPCD at very close tip-sample distances. We introduce
a new method that allows for resolving intramolecular
charge distributions with unprecedented resolution, show-
ing contrast at the atomic scale.
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FIG. 3 (color online). Highly resolved dipole-distribution map.
(a) Δf image recorded at z ¼ 9.6 Å. (b) Calculated charge
distribution deduced from Bader analysis. (For details, see
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The forces between two single molecules brought into contact, and their connection with charge
transport through the molecular junction, are studied here using non contact AFM, STM, and density
functional theory simulations. A carbon monoxide molecule approaching an acetylene molecule (C2H2)
initially feels weak attractive electrostatic forces, partly arising from charge reorganization in the presence
of molecular . We find that the molecular contact is chemically passive, and protects the electron tunneling
barrier from collapsing, even in the limit of repulsive forces. However, we find subtle conductance and
force variations at different contacting sites along the C2H2 molecule attributed to a weak overlap of their
respective frontier orbitals.
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The formation of an atomic-sized contact between two
solids is an intriguing problem in physics [1]. Basic
properties of nanoscale solids and composite materials,
such as adhesion, friction, or electrical conductance,
depend on the nature of their contacts at the atomic level.
At proximity length scales comparable to the atomic
dimensions and the electronic Fermi wavelength, the onset
of electrical and a mechanical contact can be independently
defined and may occur at different atomic separations [2].
For example, electronic transport through atomic contacts
in metals is ballistic before the mechanical contact (i.e.,
bond equilibrium position) because the strong hybridiza-
tion of localized atomic orbitals precedes the point of
mechanical stability [3]. Atomic-scale contacts may also
endow the system with new properties. In covalent contacts
between semiconductors or molecular radicals, the hybridi-
zation of frontier orbitals may be accompanied by a strong
redistribution of charges creating electrostatic barriers [4]
or reducing the conductance of the contact [5,6].
In contrast, the contact between (close-shell) molecules is

weak and stabilized by van der Waals interactions. Thus, it
has a larger bond equilibrium distance, and the electrical
conduction decreases due to smaller wave-function overlap
[7]. The weak intermolecular forces are, however, highly
sensitive to small changes of their surrounding electrostatic
landscape and to structural rearrangements [7,8]. This is a
key concept behind the electronic functionality of soft
organic materials because charge hopping and electronic
delocalization are determined by the overlap of the molecu-
lar orbitals [9].
In this Letter, we study the correlation of electrical

transport and short-range forces during the formation of a

weak contact between two molecules using simultaneous
force and current measurements in a scanning tunneling
microscope. To create a robust molecular junction, we use
carbon monoxide (CO) functionalized tips. These have
shown to be stable at very short distances. Numerous
studies resolved the chemical structure of adsorbed mol-
ecules with atomic and bond resolution [10–16] at the onset
of Pauli repulsion forces. As counter electrode, we used an
acetylene molecule (C2H2) on a copper substrate. We find
that weak attractive forces are enhanced by the formation of
dipoles induced by the charge reorganization due to the
proximity of the molecules. The interaction landscape is
further correlated with the tunneling transmission of the
junction. The two molecules behave as chemically passive
spacers, with low transmission tunneling channels even
when compressive forces are applied. However, contacting
the acetylene at the C═C bond leads to relatively larger
electrical transmission, confirming that electrical properties
of organic systems are very sensitive to details on their
structure.
We used a combined STM/non contact AFM based on a

qPlus sensor design [17] operated in frequency modulation
mode [18], at 5 K and in ultrahigh vacuum [19]. We
measured frequency shift Δfðx; zÞ plots, and determined
the corresponding vertical force Fzðx; zÞ in the pN range
using the Sader and Jarvis method [20]. To provide
quantitative values of forces and energies between the
molecules, we removed the Δfðx; zÞ background due to
long-range forces between the metal tip and sample [21]
[see Supplemental Material [22]]. For simultaneous con-
ductance measurements Gðx; zÞ, a small bias of 80 mV was
applied [22].
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Acetylene molecules were deposited on a clean Cu(111)
surface at 130 K, together with a small amount of CO
molecules for functionalizing the tip apex. On the Cu(111)
surface, acetylene undergoes a strong hybridization which
converts the central sp bond into a double bond and bends
the hydrogen atoms upwards [see Fig. 1(d)] [28]. We
transferred a CO molecule to the apex of the STM tip as
described in Ref. [29]. In most cases, the CO molecule
adopts a standing up configuration on the tip apex,
exposing the oxygen atom outwards [Fig. 1(d)] [30].
The shape of acetylene in the STM images varies

depending on the termination of the tip apex. Figure 1
compares constant current STM images obtained with a
sharp copper tip (a) and with a CO-functionalized tip (b)
and (c). In the first case [Fig. 1(a)], acetylene is imaged with
a characteristic dumbbell shape [31,32]. Using a CO
functionalized tip, the contrast of acetylene is reversed,
and appears with a three lobed structure peaked by a central
maximum, clearly visible in the line profile in Fig. 1(e).
This is due to the symmetry enhanced tunneling contribu-
tion from CO p orbitals into π# states of acetylene [33].
Electrostatic origin of short range forces.—First, we

address the identification of the interaction forces between
CO and acetylene molecules in close proximity. Figure 2
shows the frequency shift (Δf) and the integrated force as a
function of their separation z [22]. Both molecules attract
each other in a short distance range of ∼2 Å and form a
stable bond at z ¼ 0 Å. We defined this point (z0) as the
distance where short-range forces are relaxed [Fzðz0Þ],
i.e., the energy minimum or equilibrium bond distance.

The maximum attractive force before that point reaches-
33% 5 pN. The bond created between the two species is
clearly noncovalent, with binding energy of −70%
5 meV [22].
Repulsive (Pauli) forces build up in the junction, when

approaching the tip, to closer positions. In this region, a
characteristic maxima in Δf can be observed, which gives
rise to a small relaxation of forces at the junction [22]. As
we shall show below, such relaxation can be attributed to
the bending of the CO molecule at the tip.
To unveil the origin of the attractive molecular forces, we

performed density functional theory (DFT)-based simula-
tions of the interaction between the two molecules adsorbed
in their respective environment (details are given in the
Supplemental Material [22]). The force simulations repro-
duce well the results of the AFM measurement [Fig. 2(a)],
obtaining a maximal attractive force of 52 pN over the
center of the C2H2 molecule. The force minimum is
reached at a distance of 75 pm (50 pm in the experiment)
before a relaxed bond is formed (Fz ¼ 0 point); thus, it is a
short range force. This force has two main components. A
fraction of it is due to molecular London dispersion forces,
amounting to 27.5 pN. The rest is due to electrostatic forces
related to static dipoles and to the charge redistribution
induced by the proximity of the molecules.
The origin of this last attractive force component can be

tracked down by analyzing the induced charge density (Δρ)
due to the interaction between CO and C2H2 molecules.
Figure 2(b) shows Δρ isosurfaces at three different
CO-C2H2 separations, from the onset of attractive forces
(z ¼ 2 Å) to the point of minimum energy, z0. We observe,
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FIG. 1 (color online). (a), (b) Constant current STM images
taken on CO and C2H2 molecules in different sample positions at
V ¼ 100 mV and I ¼ 0.15 nA. These images [(a) and (b)] were
measured, respectively, with the tip terminations schematically
drawn in (d): a sharp Cu tip (I) and a CO tip (II). The appearance
of a C2H2 with a CO tip and its adsorption geometry from [28] are
shown in (c). (e) Topography profiles taken along the yellow lines
measured on the C2H2 in (a) and (b).
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FIG. 2 (color online). (a) Frequency shift (Δf) and the
corresponding vertical force [20] measured with a CO func-
tionalized tip at V ¼ 0 mV as a function of the tip-sample
distance (z) over the C═C bond of a C2H2 molecule (further
details in [22]). Δf is corrected for the macroscopic influence
of the tip as explained in [22]. The calculated force is included
as dots for comparison. (b) Development of the induced
electron density Δρ ¼ ρtot − ρsurf − ρtip and (c) its projection
into z, Δρ1D ¼

R R
Δρdxdy at three CO-acetylene distances. In

(b), we plot Δρ isosurfaces at 0.0005 e=Å, where blue and red
mean depletion and accumulation of electrons, respectively.
Dashed black and yellow lines in (c) show induced electron
density of noninteracting free standing acetylene-surface and
CO tip, when an electric field 0.1 eV=Å is applied.
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in all the cases, no trace of electron accumulation in the
CO-C2H2 gap, supporting the absence of the covalent
character of the bond between the two molecules.
However, there is a growing charge redistribution as the
molecules approach, leading to increasing polarization of
the opposite sign of both CO and C2H2, and explaining the
build up of attractive, short-range electrostatic forces.
The charge rearrangement in the absence of wave-

function overlap is due to the existence of a finite dipole
moment of the molecules [34], and their effect on the local
work functions of tip and sample: the CO molecule
increases the copper work function, whereas C2H2

decreases it [22]. The result is the existence of a finite
electric field Eloc at the tunneling junction, which increases
and enhances the electrical polarization of the molecules as
they are approached. In fact, by applying a homogeneous
electric field of Ez ¼ 0.1 eV=Å to either the CO-tip or
C2H2 sample, we obtain a similar charge redistribution as
when the tip is at z0 [see dashed lines in Δρ plots of
Fig. 2(c)]. The electrostatic field Eloc built up at the junction
causes variations of the local contact potential difference
with the tip-sample separation, which are crucial for
interpreting local Kelvin probe force spectroscopy measure-
ments [4,35,36].
Correlation of forces with charge transport.—The

absence of covalent character at the CO-C2H2 bond implies
that a tunneling mechanism may be required to describe the
charge transport across the junction. Therefore, the electrical
conductance is expected to be low but very sensitive to small
forces affecting the molecular junction. To obtain the
conductance of a relaxed CO-C2H2 molecular junction,
we measured, simultaneously, the linear conductance (G)
andΔf as aCO tipwas approached at different sites along an
acetylenemolecule. The resultingGðx; zÞ andFzðx; zÞmaps
are shown in Fig. 3. The Gðx; zÞ map corroborates that the
conductance over the C═C bond of acetylene is the largest
along the molecule [33,38]. The profile of bond equilibrium
distance z0ðxÞ [white contour in Fig. 3(b)] shows aminimum
at the C═C bond, reflecting that, at the center, forces have a
shorter range (and are more attractive than over the H atoms
[22]) probably due to the H atoms bending upwards. In the
inset of Fig. 3(b), we plot the conductance values at the z0ðxÞ
positions. The conductance of a COmolecule bonding to the
C═C site of acetylene turns out to be a factor of 2 larger than
when contacting the hydrogen atoms.
The measured tunneling conductance at the Fzðz0Þ ¼ 0

turning point amounts to ∼10−3G0 (G0 ¼ e2=πℏ)
[Figs. 3(b) and 3(c)]. This low value confirms the persist-
ence of a tunneling barrier at this contact point. In Fig. 4(a),
we show the Hartree potential (the electrostatic potential
felt by electrons) calculated in the gap between the CO at
the tip and the C2H2 molecule. The tunneling barrier does
not collapse during the approach, and remains substantially
above the Fermi level even when the force turning point z0
is reached and forces become repulsive. The calculated

conductance is in all the process far below one quantum
of conductance. This behavior is, thus, a characteristic of
the noncovalent character of the bond, and contrasts with
the case of metallic atomic contacts, where the tunneling
barrier was found to collapse in contact [3], and the
transport becomes ballistic.
Bending of the CO molecule.—Compressing the molecu-

lar junction into the repulsive regime leads to a change of
slope in the GðzÞ plot [Fig. 3(c)] which resembles the
transition to ballistic transport of metallic and molecular
point contacts [39,40]. However, we note that this flat-
tening coincides with an inflection also visible in the
short-range F − z force curve, and is responsible for the
characteristic peak observed in theΔf plots of Fig. 2(a) and
in [22]. Thus, the flattening of the GðzÞ plot is a conse-
quence of a mechanical rearrangement of the junction in
order to relax repulsive forces [7]. The most probable
change is the bending of the tip apex. It has been shown that
a CO molecule on the apex can be easily tilted away from
its original direction in response to lateral attractive forces
[41,42]. In our case, sufficiently large repulsive forces in
the junction (up to 50 pN, as seen in Fig. 2 and SOI) induce
the lateral bending of the CO molecule [43] when
approaching to potential saddle points such as the C═C
bond. In this way, the CO molecule amplifies the response
of the AFM to a potential landscape. This mechanism has
been identified as responsible for intra-, and intermolecular
bond contrast in constant height AFM images [44–47].
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FIG. 3 (color online). (a), (b) Conductance and force maps
recorded simultaneously along a C2H2 molecular axis while
applying a bias of V ¼ 80 mV to the sample. Similar force maps
are obtained at zero bias [22]. The plot in (b) shows the value
of the conductance at zero force. G is plotted in logarithmic scale
in units of the quantum of conductance G0 ¼ 2e2=h ¼
ð12 906 ΩÞ−1. Both force and conductance are obtained after
deconvolution of the tip oscillation [20,37]. (c) Conductance,
force, and energy curves taken at the C═C bond with a CO tip.
A change in conductance occurs at the energy minimum.
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The bending of the CO molecule affects the electron
tunneling in two ways: First, it avoids the collapse of the
tunneling barrier as the tip approaches. Second, it reduces
the symmetry of the junction. To evaluate the impact of a
reduced symmetry on tunneling, we calculated the trans-
mission function of the different channels using nonequili-
brium Green’s function formalism implemented in the
Smeagol code [48] together with the Fireball code [49].
Interestingly, the bending of the CO molecule over the
C═C nodal plane leads to a swap of the leading trans-
mission channels. For a straight CO tip, we find that the
eigenchannel with px character is responsible for the
majority of conductance (x direction along the C2H2 axis),
in agreement with [33]. The bending of the CO tip
drastically reduces the transmission through this channel,
while another channel with prevailing py orbital character
dominates the tunneling. For a straight CO molecule, this
channel was not active in the charge transport because its
nodal plane lies along the C2H2 axis. When the symmetry is
reduced, one of its lobes couples with the C2H2 orbitals
[Fig. 4(c)], allowing the flow of charge (see Section S3 in
the Supplemental Material [22]). The consequence of the
tip bending is, thus, a change of symmetry of the main
tunneling channel, which should lead to a change in
conductance contrast for short distances.

In summary, the short range interactions between a small
hydrocarbon such as acetylene and a CO molecule at the tip
of an AFM show a weak attractive component originating
from their intrinsic dipole moment and from the charge
redistribution upon chemisorption. The electrical polariza-
tion of the molecules rises as they are brought into contact,
leading to a gradual increase in the contact potential
difference. However, the two molecules are chemically
passive, and no chemical bond was formed even when they
enter in a regime of repulsive forces. The lack of chemical
activity protects the tunneling barrier from collapsing and
allows us to perform stable force and conductance mapping
in the regime of repulsive forces. We found that repulsive
forces cause the bending of the CO molecule and the
decrease of the stiffness of the junction.
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Chemical structure imaging of a single molecule 
by atomic farce microscopy at room temperature 
Kota lwata1, Shiro Yamazaki2, Pingo Mutombo3, Prokop Hapaia3, Martin Ondráček3, 
Pavel Jelínek3•1 & Yoshiaki Sugimoto1.4 

Atomic force microscopy is capable of resolving the chemical structure of a single molecule 

on a surface. ln previous research, such high resolution has only been obtained at low 

temperatures. Here we demonstrate that the chemical structure of a single molecule can be 

clearly revealed even at room temperature. 3,4,9,10-perylene tetracarboxylic dianhydride, 

which is strongly adsorbed onto a corner-hole site of a Si(111)-(7 x 7) surface in a bridge-like 

configuration ís used for demonstration. Farce spectroscopy combined wíth first-principle 

calculations clarifies that chemical structures can be resolved independent of tip reactivity. 

We show that the submolecular contrast over a centra! part of the molecule is achieved in the 

repulsive regime due to differences in the attractive van der Waals interaction and the Pauli 

repulsive interaction between different sites of the molecule. 
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A tomic force microscopy (AfM) with a ťrequency 
modulation technique1 has proven successful for imaging 
various sample surfaces at high resolution 2•3. ' ince lhe 

first-reported use of AFM to image the chemical structures of 
single organic molecules4, numerous molecular studies have 
employed AFM, such as foť the structural determi11t1tion of 
natural compounds5, the imaging of intracharge distributions~·7, 
bond. order ~iscriminali?nR, discriminalion of ~·oducts after 
chem1cal react10ns9 aad mtermolecular onlrasts 1 13• Chemi al 
structures can also be obtained by scanning tunnelling microscopy 
(STM) usin§ single atoms or molecules below/on the tip as 
transducers1 •15. Thus far, such studies have been performed at 
S K, except for a few reports at 77 K (refs 11,16,17). Most investi­
gators have used the so-called qPlus sensor18, in which one free­
standing prong of a quartz tuning fork acts as a stiff cantilever, 
while the other prong is fixed. The short-range interaction force is 
selectively detected by srna!! cantilever oscillation amplitude (A). 
In addition, functionalized tips, such as the CO-terminated tip, are 
effective in enhancing spatial resolution19. 

In this study, we demonstrate that the chemical structure of 
single molecules can be revealed by AFM even at room 
temperature (RT). Such RT imaging is challenging because CO 
tip functionalization is not feasible, and it is relatively hard 
to maintain a stable-tip state. RT imaging can be achieved by 
AFM, however, by using optical interferometry with high force 
sensitivity and soft silicon cantilevers. Submolecular AFM 
imaging at RT offers great promise for further application. 

Results 
High-resolution AFM imaging of a single molecule. The 
present experiments were performed by using a custom-built 
AFM/STM operated at RT under an ultrahigh vacuum20. 

Commercial conductive Si cantilevers were used after Ar ion 
sputtering treatment. The cantilever was oscillated at relatively 
large amplitude (A~ 10 nm) for stable operation. A sharp Si tip is 
essentia l to malntain ·ta ble- lip states at RT, and to suppress long­
ra.nge in leractio11 forc cont:r ibutíorts21 . The cantilever deflection 
was detected by an opti al intcrferorneter with high sensitivity22• 

The frequency shift (ó.fJ of the cantilever oscillation was recorded 
as an AFM signal. The time-averaged tunnelling current was 
measured from the cantilever while bias voltage ( Vs) was applied 
to a sample. Vs was set to compensate contact potential difference 
(Vc.p.d.) for AFM. We investigated PTCDA (3,4,9,10-perylene 
tetracarboxylic dianhydride) molecules evaporated on a reactive 
semiconductor surface, that is, the Si(ll 1)-(7 x 7) surface. 

W e first used STM to investigate the very initial adsorption of 
PTCDA molecules onto the Si( 111)-(7 x 7) surface. Some PTCDA 
molecules were adsorbed onto comer-hole sites in a well-defined 
manner, as first reported by Nicoara et al. 23 . A typical STM 
topographic image is shown in Fig. la. Characteristic features 
appear on the molecule in the centre of the image beside the atomic 
resolution of the Si(l 11)-(7 x 7) surface. Figure 1 b shows the 
proposed adsorption geometry corresponding to the topographic 
image in Fig. la. The aromatic rings at the centre of the molecule 
are well detached from the Si substrate, since atoms are missing up 
to the third layer at the comer-hole sites. In contrast, the carboxyl 
groups of the molecule strongly bind with dangling bonds of the 
four comer Si adatoms by partial ionic covalent bonding23 . The 
bonds are strong enough to suppress thermal diffusion of the 
molecule even at RT. In our empty-state STM image, five parallel 
stripes are imaged in the molecule as indicated by the arrows in 
Fig. la. They were identified as originating from a molecular 
orbital that was located near the Fermi Jeve! and was energetically 
shifted from the original LUMO + 1 and LUMO + 2 because of 
molecule-substrate coupling23. 
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Figure 1 I A single PTCDA molecule adsorbed on the Si(111)-(7 x 7) 
surface. (a) An STM image at V,= + 500 mV. Scale bar, 1 nm. The five 
arrows indicate stripes corresponding to a molecular orbital. (b) Schematic 

view of the arrangement of a PTCDA molecule adsorbed onto the surface 
over a corner-hole site. 

When a PTCDA molecule was found at a comer-hole site by 
STM, we switched the imaging mode to a constant-height AFM 
scan21 . The tip-surface distances were gradually decreased until 
the repulsive force became significant on the molecule. In some 
cases, the contrast was unclear or the tip state changed or the 
molecule moved away from the original location by the tip before 
the tip reached the distance for submolecular resolution as shown 
in Supplementary Fig. 1. Then, the tip was modified by 
intentionally crashing it into the clean region of the Si surface 
to obtain stable tips. W e then tried again to image the molecule. 
By repeating these procedures, we successfully obtained AFM 
images of single molecules, revealing their chemical structure 
even at RT, as shown in Fig. 2a. Five centre-carbon rings were 
clearly resolved by the local positive shift of 11f due to the Pauli 
repulsive force. Thus, AFM and STM clearly offer complementary 
information, that is, chemical structure and molecular orbital 
data, respectively. The detailed procedures for high-resolution 
AFM imaging are described in Methods and Supplementary 
Fig. 1. 

To gain insight into the geometry of the molecule and imaging 
mechanism, we carried out density functional theory (DFT) 
calculations. The top and side views of the optimized configura­
tion of the molecule adsorbed on the Si(l 11)-(7 x 7) surface are 
shown in Fig. 2c,d, resrectively. Oxygen atoms were located 
above Si adatoms by 1.6 A. Furthermore, the molecule was bent 
upward by 1.0 A. This may have been due to the directionality of 
the Si-dangling bonds that are bound with the oxygen atoms. The 
central[art of the molecule thus protruded from the Si adatoms 
by 2.6 . 

The bend of the molecule explains the invisibility of the 
carboxyl parts in PTCDA at constant-height scan, as shown in 
Fig. 2a. Only the more protruding centra! part of the molecule is 
imaged. Our ó.f image could be reproduced by a calculated map 
of electron density cut along a plane parallel to the Si(l 11)-(7 x 7) 
surface (see Fig. 2b). Electron density was high mainly at the five 
carbon rings at a constant-height. In previous theoretical 
calculations using the same molecule24, features in the electron 
density map were in good agreement with those in the ó.f map, as 
well as with the map of kinetic energy. The enhancement of 
kinetic energy as the tip approaches shows the origin of the Pauli 
repulsive force. 

Tip characterization by force measurements and calculation. 
We were able to obtain the chemical structure using Si canti­
levers. Although CO tip functionalization is not currently possible 
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Figure 2 I Chemical structure imaging of single molecule by AFM at room temperature. (a) Constant-height AFM image ar a single PTCDA molecule 

adsorbed on the Si(111)-(7 x 7) surface. The acquisition parameters were fo= 158,586.6 Hz, k= 31.9N/m,A=138 A. V,= Vcpd = 130 mV, and Q = 22,000. 

The scan speed was 3 nm s·1. Scale bar, 0.5 nm. (b) Calculated map ar electron density cul along a plane parallel to the surface. (c,d) Top and side views of 

the optimized configuration of the PTCDA molecule adsorbed at a corner-hole site of the Si(lll)-(7 x 7) surface. 

at RT, we can characterize the tip state that would be capable of 
producing chemical structures in the molecule by farce mea­
surements. For this purpose, we carried out farce spectroscopy 
using the same tip at three different sites, that is, the centre of the 
molecule, a corner Si adatom sufficiently far from the molecule, 
and a bare corner hole. The distance dependences of "'1.f curves 
with two different types of tips are shown in Fig. 3a,b. D.f(z) 
curves on the corner hole (gray curves), which corresponded to 
the long-range farce, were fitted into an inverse power function. 
The fitting curves were subtracted from the D.f(z) curves above the 
molecules (blue curves) and the Si adatoms (red curves). The 
obtained short-range part of the D.j(z) curves was converted into 
the short-range forces (F(z)) using the conversion formula25 

(see the solid blue and red curves in Fig. 3c,d). Similar to our 
previously reported study26, the tips in Fig. 3c,d could be 
classified as a reactive tip and non-reactive tip, respectively. They 
were characterized by the magnitude of the maximum attractive 
farce on the Si adatoms. Reactive tips produce a strong chemical 
bonding farce (>O.S nN) on an Si adatom site, while non-reactive 
tips produce a weak physical farce ( < 0.1 nN). This is partly 
because reactive tips have dangling bonds that hybridize with the 
dangling bonds on Si adatoms to form covalent bonds. Non­
reactive tips do not have dangling bonds, that is, they are 
chemically inert. Clear atomic resolution of each Si adatom on the 
Si(l l l)-(7 x 7) surface can be obtained only with reactive tips. 
Nevertheless, we found that both types of tips could produce an 
image of the inner molecular structure by Pauli repulsion, as 
shown in the insets of Fig. 3a,b. This is also evident from the 
similarity of the F(z) curves on the molecule with the different 
types of tips (see the blue curves in Fig. 3c,d). in both types of 

tips, weak maximum attractive forces (approximately - 0.27 nN) 
are obtained on the molecule before the tips enter the repulsive­
force region (F>O). 

This result was comparable to our previous findings on 
H-terminated Si adatoms on the Si(lll)-(7 x 7) surface26. AFM 
images showed contrast corresponding to the repulsive farce on 
H atoms with both types of tips26. For comparison, both types of 
F(z) curves previously measured on H-terminated Si adatoms are 
shown in Fig. 3c,d (green dotted curves). F(z) curves on Si 
adatoms measured by the same tips are also shown (orange 
dotted curves); these curves were duplicated from Fig. 6a,b in our 
previous paper26. The curves on Si adatoms in the present studies 
are in good correspondence with the previous ones, implying that 
the tip states are very similar (that is, the Si(OOl) dimer tip for 
Fig. 3c and OH-terminated dimer tip for Fig. 3d, as previously 
identified by DFT calculation). The formation of the OH­
terminated tip originates from the residua! H20 gas inside the 
ultrahigh vacuum chamber. The tip models are shown in the 
insets of Fig. 3c,d. The F(z) curves on the H sites measured by 
these reactive and non -reactive tips are similar. The maximum 
attractive forces on the H sites are tiny ( < 0.1 nN) for both types 
of tips. They are smaller than those on the PTCDA molecules, 
where the carbon atoms composing the centre rings contribute to 
the physical farce. 

The termination of the non-reactive tip by the -OH group can 
also explain the enhanced submolecular resolution of the AFM 
image shown on Fig. 3b, in comparison with the reactive 
counterpart shown in Fig. 3a. This effect can be attributed to the 
much smaller atomic radius of the frontier H atom in the case of 
-OH group in comparison with the apex Si atom on the reactive 
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Figure 3 I Tip identification by force measurements. (a,b) !'i{(z) curves measured over the centre of the PTCDA molecules (blue), corner adatoms (red) 

and corner holes (gray) using (a) a reactive tip and (b) an inert tip. Fitting curves for the long·range force contributions are shown by the dotted curves. 

The acquisition parameters were (a) {0 =165,371.4 Hz, k= 37.6 N m - 1, A= 133 A, V,= Ve pd = - 280 mV and Q = 23,000, (b) fo= 156,719.7 Hz, 

k= 29.6 N m - 1, A= 201 A, V,= Ve P d = - 350 mV and Q = 25,000. Corresponding AFM images are shown in the insets. Scale bar, 1 nm. (c,d) F(z) curves 

ove1 the ce11t1 e of the PTCDA rnolecules (blue) and co111e1 adatorns (1 ed), co1we1 ted fiom the sho1 t·1 ange pa1 t of the l!.F(z) cu1 ves frn111 a and b The 

F(z)curves over the H adsorbed on Si adatoms (green) and Si adatoms (orange) from our previous study26 are also shown. The tip models identified are 

shown in the insets. 

tip. The smaller apex atom can penetrate deeper into the 
interatomic voids (that is, benzene rings), providing higher 
submolecular contrast as was discussed in ref. 12. 

W e conclude that tip reactivity is not crucial for chemical 
structure imaging when the tip scans on the inert closed-shell 
molecule that is strongly bound on the semiconductor surface. 
We calculated F(z) on some points of the PTCDA molecule using 
the Si dimer tip model as described below. The maxima! attractive 
farce was small over all sites, including an edge oxygen atom 
bonded to an Si adatom, since the reactive orbital of the oxygen 
atom was terminated by the surface Si adatom. The molecule can 
be stably imaged even using a reactive tip. Our results are also 
consistent with a recent study of NTCDI molecules on the 
Si(lll)-(7 x 7) surface at low temperature 11 •27 . 

Next, we used farce spectroscopic data to further clarify the 
difference in tip height required for atomic resolution between 
the molecule and Si surface. In Fig. 2a, high resolution was 
obtained only on the molecule, while there was no atomic 
resolution on the Si(l l l)-(7 x 7) surface. In our F(z) curves 
acquired using a number of tips with both types of reactivity, the 
difference in the distances for maximum attractive farce between 
molecules and Si adatoms was about 2 A (see Fig. 3c,d). This can 
be explained by the topographic height difference between the 
molecule and Si adatom layer as seen in Fig. 2d. When the tip­
sample distance for constant-height imaging was gradually 
decreased, the tip started to interact with the molecule first. At 
the repulsive region (F> O) on the molecule in Fig. 3c, the reactive 
tip reached the onset of the short-range farce on Si adatoms. 
There, atomic resolution on Si adatoms could be obtained by 
attractive farce contrast, as shown in the inset of Fig. 3a. On the 
other hand, the non-reactive tips could not provide clear atomic 
resolution on the Si adatoms by attractive farce. It may have been 
expected that both types of tips would be capable of providing 
atomic resolution on Si adatom sites by repulsive interaction 

forces at very close distances, since such resolution was indeed 
recently obtained at low temperature16. However, we found that it 
was difficult to scan at such close distances at RT without tip 
changes. 

Discussion 
Theoretical short-range farce F(z) curves on the centre of the 
molecule and Si adatoms are plotted in Fig. 4a. The correspond­
ing experimental curves from Fig. 3c are also shown. As 
mentioned above, the Si dimer tip reproduced the experimental 
F(z) curve measured above the Si adatom (see the red and orange 
curves). In addition, the F(z) curve calculated on the molecule 
well reproduced the features of the experimental curve, such as 
the maximum attractive farce (see the blue and light blue curves). 

To gain more insight into the mechanism of the submolecular 
contrast, we analysed the differences among the short-range farce 
F(z) curves calculated for three characteristic sites of the PTCDA 
molecule, that is, an oxygen (0), a hollow (h) and a carbon (C) 
site (see Fig. 4c). The calculated F(z) curves are shown in Fig. 4b. 
According to our DFT simulations, the van der Waals (vdW) 
interaction represented most of the attractive portion of the F(z) 
curves in far tip-sample distances. The vdW interaction provides 
a common attractive background with a larger maximum on the 
h-site than on the C-site. The characteristic bending of the 
molecule causes the largest attractive interaction over the 0-site, 
which is shifted downward with respect to the centra! part of the 
molecule. At close distances, the Pauli repulsion between 
electronic clouds on the tip and sample prevails, and it is larger 
at the areas of higher electron density (for example, on top of the 
carbon atoms; see Fig. 2b). The presence of the Pauli repulsion 
further enhances the difference between the short-range forces 
F(z) calculated at the three characteristic sites. This effect is 
responsible for the observed submolecular contrast. 
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Figure 4 I Theoretical force and frequency shift curves. (a) Theoretical F(z) curves over the centre of a PTCDA (light blue) and a corner adatom (orange). 

The model of an Si dimer tip shown in Fig. 3c is used. The corresponding experimental curves from Fig. 3c are shown: F(z) on PTCDA (blue) and Si adatom 

(red). The Van der Waals (vdW) farce is taken into account for the calculations on the molecule. The theoretically derived maximum attractive farce is 
around - 0.29 nN, which matches the value obtained experimentally. Since the attractive farce in the F(z) calculated without the vdW contribution is too 

small to reproduce the experimental results (not shown), the vdW interaction farce dominates the attractive farce on the molecule. (b) Theoretical F(z) 

curves over the centn~ nf ;i PTCDA (blue), ;i c;irbon ;itom (green) and an oxygen atom (red) (c) A model of the PTCDA molecule showing the three sites 

used for the force calculations. (d) !1f(z) curves converted from the F(z) curves shown in b. For the conversion, we used the same parameters as used for 

the experiments shown in Fig. 3a. 

Next, we estimated the tip-sample distance, where the 
submolecular image was acquired. For this purriose, we compared 
the change of the normalized frequency shift y 8 among the three 
characteristic O, h and C sites between experiment and theory. 
From the high-resolution experimental image obtained with a 
reactive tip (inset of Fig. 3a), we could estimate that the y values 
were - 4.7, - 4.5 and - 5.25 [tN · m112] for the h, C and 
0-site, respectively. Thus we obtain following differences 
'lh-o=Yh-Yo= +O.SS [fN·m112] and 'lh-c= -0.2 [fN·m 112], 
respectively. These differential values were well reproduced in the 
theoretical curves 'lh-O = + 0.7 and Y1r-c= - 0.3 [tN · m112] at 
distance z= 5.25 Á (see Fig. 4d). Therefore, we can conclude that 
the submolecular contrast over the centra! part of the molecule was 
achieved in the repulsive regime due to the difference in the 
attractivc vdW and, Pauli repulsive interactions, with the latter 
making the major contribution. 

Note that both the submolecular images acquired with the 
reactive and those acquired with the non-reactive Si-based tips 
show relatively blunt contrast, which matches the submolecular 
contrast observed on the PTCDA/ Ag( 111) surface in relatively far 
distances (see Fig. 2c in ref. 12). In the distance range, the 
distortion of a functionalized probe does not play any role and 
the contrast is completely driven by the difference in the force 
over different sites (hollow, atom). This concurs very well with 
the fact that we are able to achieve the submolecular contrast even 
with a relatively rigid, bare Si-tip. This leads to an important 
question, namely, can a sharp submolecular resolution be realized 
using Si-based tips with an intentionally functionalized group at 
RT? In principie, such resolution could be hampered by two 
factors: (i) the presence of inherent noise due to thermal 
fluctuation, and/or; (ii) the instability of a functional group on 
the tip apex. Thus the further improvement of the submolecular 
resolution is open to question. We believe that this question will 
be addressed in the near future. 

ln conclusion, we successfully obtained the chemical structure 
of single PTCDA molecules (1) on a semiconducting Si surface; 
(2) at room temperature; (3) using soft Si cantilevers; and (4) 
under oscillation at large amplitude. Porce spectroscopic 
measurements showed that high resolution could be obtained 
independently of the tip reactivity. The DFT calculations clarified 
the geometry of the molecule and the origin of the high­
resolution AFM image reflecting the electron density map over 
the molecule. Our less-restrictive method for submolecular 
imaging opens a new route for further applications using AFM. 
We believe that this work will stimulate an effort to achieve 
chemical structure imaging of single molecules even in ambient 
and liquid environments using high-resolution AFM based on Si 
can tilevers29·30 . 

Methods 
Procedures for high·resolution molecular imaging by AFM. We obtained high­
resolution molecular AFM images according to the following protocol. (!) Search 
for PTCDA molecules that are adsorbed at the corner-hole sites by STM under a 
dynamic mode. (2) Switch from the operation mode to the AFM topographic 
mode. Set the tip-surface distance to be large so that AFM will not have atomic/ 
molecular resolution. (3) Start the constant-height scan in the retrace mode, in 
which each fast-scan line is scanned twice31 . Close the distance feedback loop in the 
first scan and open it in the second scan. ln the first scan, the tip-surface distance 
will be large and thus the obtained atomic-scale contrast will not have surface 
features. Perform the second scan along a line parallel to the linear fitting of the 
first scan while recording /'J.f The tip-surface distance can be controlled by offset 
from the lirst scan height. (4) Gradually increase the offset to reduce the tip-surface 
distance for the second constant-height scan until submolecular resolution is 
obtained on the molecules. The tip states will change or the contrast will not be 
clear or the molecule will be moved at very small tip-surface distances at RT. Then, 
modify the tip state using the following procedures. (i) Sean the surface by dynamic 
STM. To modify the tip, gently poke it into the surface by controlled force distance 
spectroscopy, reaching the strong repulsive regime32. Bring the tip to the clean Si 
region and open the distance feedback. Then, allow the tip lo approach the surface 
by a certain displacement while recording the tunnelling current and /'J./ If no 
abrupt jump is observed in either channel. then repeat the procedure with 
increasing displacement until an abrupt change of signals is observed in 
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accompaniment with the tip change. (ii) Next, rescan the surface by dynamic 
STM to check the tip quality. lf the tip is unstable or shows multi-tip features, then 
high-resolution molecular imaging cannot be achieved by AFM. Then, we again 
modify the tip by returning to step (i). (iii) When the tip is optimized in STM, 
restart the molecular imaging procedure at step (I) above. AFM images, which 
were obtained before Fig. 2a and Fig. 3a were acquired, are shown in 
Supplementary Fig. I. 

Consideration of the signal·to·noise ratio for AFM imaging. Chem i cal 
structures can be successfully obtained at RT using Si cantilevers oscillated even at 
large A. To achieve such high resolution, tiny force differences reflecting electron 
density should be detected through the AFM observable, which is 11/ A signal-to­
noise ratio (SIN) in 11f for constant-height AFM imaging has been previously 
discussed21 • Here we show that a soft Si cantilever with an optical interferometer has 
a higher SIN than the qPlus sensor popularly used. The 11f signal is proportional to 
folk, where fo and k are the resonance frequency and stiffness of a cantilever, 
respectively. This factor in our Si cantilever (j0 = 160 kHz, k= 30 Nim) is 400 times 
larger than that in a typical quartz cantilever (j0 = 23 kHz, k= 1,800 Nim). ln 
addition, the 11f signal increases with decreasing A. 11f is proportional to 
I/A 1.5 at large A approximation33. Since a soft Si cantilever should be oscillated at 
large A to avoid instability, an Si cantilever has a smaller signal than a quartz 
cantilever. This factor for an Si cantilever oscillated at A= 20 nm becomes at 
most 2,800 times smaller than that of a quartz cantilever oscillated al A= O.I nm. 
On the other hand, the dcllectio 11 M ise in 6/ becumcs proportiounl w 1JJ\, 
where n is the noise density of t~; dcfoct Ion s..: 11so~. O ur op! ca l lnterforomc!Cr has 
a much smaller n (15 fml ./Hž)- Lhnn 1hc ~ypicitl qJ'lu~ ~cn~ l)r (·60 frn/ /i{ž) nt 
RT34. The noise in the Si eom lllcvcr wlth an o p1 ical interrerometer ís 800 timcs 
smaller than that in a qPlus sensor. ln short, the Si cantilever with an optical 
interferometer has a better SIN than the qPlus sensor by two orders of magnitude. A 
large SIN in /1fis essential for constant-height AFM imaging at RT because the scan 
speed must be fast enough under non-negligible thermal drift. 

Calculation method. The simulated F(z) curves with the clean Si dimer tip and 
the OH-terminated dimer tip were calculated using VASP (Vienna Ab initio 
Simulation Package) 35 . VASP is a density functional theoretical code that 
implements a pseudopotential plane wave method. We used Vanderbilt ultrasoft 
pseudopotentials36. The softer version of the oxygen pseudopotentials supplied 
with V ASP was used. The exchange-correlation function was described within the 
PW91-generalized gradient approximation37. We used the semiempirical approach 
by Grimme38 for the vdW calculations. The Si(! li) surface was represented by a 
slab consisting ofthe adatom layer and two more 7 x 7 Si( Ill) bi-layers below. The 
bottom Si atomic layer was passivated witb hydrogen atoms. Wben geometry 
optimization was performed, the atoms of the PTCDA molecule and 24 Si atoms 
close to the O-Si bonds were allowed to relax, while all other Si atoms and the 
saturating hydrogens were kept at fixed positions. We used well-tested Si-based 
tips39, where 15 Si atoms at the base of the tip and saturating hydrogen atoms were 
kept fixed during relaxation. The geometry optimization was converged down to a 
precision of 10 - 5 meV in total energy. The Brillouin zone sampling was restricted 
to the centra! (f) point. The basis set cutoff for wave function expansion was set to 
286.7 eV of kinetic energy, which is the recommended value for carbon 
pseudopotential (the bardest pseudopotential of the elements used). The maxima! 
wave vector for charge density and local (Hartree) potential expansion was set to 
twice the maxima[ wave vector for the wave function expansion (to avoid aliasing 
effects). 
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