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Kapitola 1
Uvod

Tato prace vznikla na zakladé zapojeni pracovisté Spolecné laboratotre optiky Univerzity
Palackého v Olomouci a Fyzikalniho tistavu Akademie véd Ceské republiky (dale jen SLO)
v projektu ATLAS v laboratorich CERN, ktery je jednim ze ¢tyt zakladnich experimentu
vybudovanych na Velkém hadronovém srazeci (LHC) [1]. V roce 2007 vznikla na SLO sku-
pina, kterd se zaclenila do kolaborace projektu ALFA [2]. Tento detektor se az do roku 2023
nachazel v dopfedné oblasti centralniho detektoru ATLAS a jeho cilem bylo métit lumi-
nozitu (intenzitu) protonového svazku LHC. V rdamci tohoto projektu se skupina vénovala
predevsim modelovani geometrie a fyzikalni analyze za pouziti dat vzeslych z kombinace
vystupu z detektoru ATLAS a ALFA [3, 4, 5].

V roce 2011 jsme jako skupina plynule presli na vyvoj detektoru AFP, ktery je do jisté
miry nastupcem detektoru ALFA. Zprvu jsme se opét vénovali predevsim softwarovym
hardwarové ¢asti. Protoze se pracovisté SLO specializuje na vyrobu optickych prvku, stali
jsme se zodpovédnymi za vyvoj a vyrobu optické ¢asti jednoho z dil¢ich detektoru AFP,
detektoru casu pruletu odchylenych protonu ze srazek v centralni ¢asti detektoru AT-
LAS, zkrécené detektoru ToF (z angl. Time-of-Flight). Postupné jsme také prevzali zod-
povédnost za vyvoj a vyrobu ¢asti elektroniky pro vycitani signalu z detektoru ToF a op-
timalizaci samotného fotodetektoru (fotondsobice), kterd byla realizovédna v soucinnosti
s vyrobcem, spolecnosti Photonis, Inc. (USA). Ve vsech zminénych aspektech nasi préce

jsme uplatnili moderni metody modelovani, pomoci kterych jsme tispésné smétovali cestu



vyvoje detektoru ToF. Modelovani se timto stalo nepostradatelnou soucasti jeho vyvoje.
Tato prace byla vytvorena na zakladech nékolika ¢lankt uvedenych v plném znéni v ¢asti C
na konci textu. Ty tvori pouze ¢ast ze vSech publikaci, které vznikly béhem vyvoje detek-
toru. Seznam téch publikaci o detektoru ToF, na kterych je autor této préce veden jako
spoluautor, je uveden v Ptiloze B.

V nasledujici kapitole bude kratce predstaven projekt AFP véetné detailnéjsiho popisu
detektoru ToF. Hardwarové ¢éasti detektoru bylo v minulosti vénovano dostatek publikaci,
na které se tato kapitola odkazuje. Problematika modelovani si zaslouzi ucelenéjsi popis
casti vyvoje. Fyzikalni simulace popisujici fyzikdlni motivaci pro vznik projektu AFP
nejsou soucasti této prace, a jsou kratce zminény v ramci predstaveni projektu v nésledujici

kapitole s odkazy na blizsi informace.



Kapitola 2

Projekt AFP

2.1 Fyzikalni motivace

Projekt AFP (z angl. ATLAS Forward Proton) spadd do dopfedné oblasti detektoru
ATLAS v laboratofich CERN. Fyzikdlni motivace je detailné uvedena v [6]. AFP byl
navrzen pro detekci difrakénich udalosti pii srazkach dvou protonu v interakénim bodé P1
urychlovace LHC. Schématicky je situace znazornéna na Obrazku 2.1. Centralni detektor
(v tomto piipadé ATLAS) je umistén v okoli interakéniho bodu (IP) urychlovace LHC.
Doptredna oblast detektoru je v pripadé velkych detektorui ATLAS a CMS na urychlovaci
LHC dlouha ptiblizné 250 m na obé strany od IP. V této oblasti se na odchozi trubici
urychlovace instaluji dopredné detektory. Mezi zakladni charakteristiky centralnich detek-
toru je uhlova viditelnost produktu srazek, tj. ihel rozptylu 0, pod kterym lze aktivni ¢asti
detektoru jesté zachytit trajektorii odchozi cédstice. V ¢asticové fyzice se, spiSe nez tihel
odchyleni, pouzivd odvozena veli¢ina pseudorapidity definovana jako n = — In[tan(6/2)],
kde 6 je tihel odchyleni od puvodniho sméru, tj. od osy svazku. Hodnota 1 = 0 odpovida
thlu 90° od osy svazku a 7 = oo odpovida nulovému odklonu od svazku. Pro detektor AT-
LAS je nejvyssi hodnota psudorapidity rovna nm.. = 4.9 [7]. Vyssi hodnoty pseudorapidity
lze v tomto pripadé mérit pouze doprednymi detektory.

Vysokoenergetické proton-protonové interakéni procesy lze rozdélit do skupin podle
Obrazku 2.2. Pri, obecné hadronovych, srazkach na energetickych skaldch odpovidajicich

velikostem hadronu (1 fm) je coulombickd interakce upozadéna a do popredi se dostavaji
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Obrézek 2.1: Schéma umisténi centralniho detektoru v okoli interakéniho bodu (IP) urych-

lovace s doprednymi detektory.

procesy spojené s elektroslabou a silnou interakei, které lze popsat modernimi metodami
kvantové chromodynamiky (QCD). Pii téchto interakcich dochézi obecné ke zménam
¢tythybnosti zucastnénych castic, poptripadé k jejich excitaci a rozpadu na fragmenty,

které hadronizuji v nové castice. Ze zakonu zachovani plyne, ze soucet ¢tyrhybnosti pro-
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Obrazek 2.2: Typy vysokoenergetickych proton-protonovych srazek. Prvni ctyfi se fadi

mezi méekké procesy a posledni mezi tvrdé procesy.

duktu srazky je roven souctu ¢tyrhybnosti vstupujicich castic. Napriklad podle procesu na
Obréazku 2.2a plati p; + p2 = p3 + ps apod. Kinematika téchto reakci se popisuje pomoci

Mandelstamovych proménnych (invariantu):

s=(;m +P2)2 = (ps +p4)2
= (Pl - p3)2 = (p2 - p4)2 (2'1)
u=(p— p4)2 = (p2 + p3)2

nosti. Pii dostatecné nizkych energiich interagujicich ¢astic dochéazi pouze k jejich rozptylu

(ve které vsak neni coulombickd interakce dominantni), Obrazek 2.2a. Nedochdzi pii ni
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patrné odklonény od svych puvodnich trajektorii, a to v fadu mikroradidnt. Souvisejici
zména veliciny ¢ je v fddu stovek MeV? [8] a zdvislost diferencidlniho ti¢cinného pruiezu
téchto interakei na t exponenciélné klesd, tj. do/dt ~ exp(|t]).

Vzhledem k takto nizkym prenosum momentu hybnosti nelze pro popis téchto inerakei
pouzit poruchovou QCD. Misto toho se pouziva od 60. let 20. stoleti Reggeho teorie [9],
ktera je zalozena na kvantové-mechanickém piistupu s operatorem matice prechodu (tzv.
matice S). Matematicky zpusob feseni odpovidajicich vinovych rovnic je zalozeno na
rozsiteni ¢tythybnosti do komplexni roviny a integraci pres tzv. Reggeho kiivky v kom-
plexni roviné. Reggeho teorie zavedla novou abstraktni ¢astici zvanou pomeron, kterd méa
charakter ¢astice vakua (s ptislusnymi kvantovymi ¢isly). Pomoci této ¢éstice byl dobie
popsan ucinny prufez téchto rozptylovych procesu a to i pro vyssi energie, kde ucinny
prufez vykazuje lokdlni minima. Tento charakter rozptylu je podobny difrakci zndmé v
optice, proto jsou tyto procesy obecné oznaceny jako difrakéni procesy.

S rostouci energii ¢astic muze dochazet k uvolnéni energie dostatecné ke vzniku novych
¢astic v centralnim systému (s nizkou dopfednou slozkou hybnosti), Obrazek 2.2b. Tento
proces se oznacuje jako centralni difrakce (CD) a obsahuje tedy jednak elastickou slozku
(s vyssim prenosem hybnosti ¢ oproti ¢isté elastickému rozptylu) a také neelastickou
slozku, kterou lze popsat poruchovou QCD. Protoze oba protony prochézi interakei beze
zmén svych kvantovych ¢isel, vysvétluje se proces prenosu energie z protonu pomerony
(vymeéna kvantovych ¢isel vakua). Pii stéle se zvysujicich energiich mohou nastat procesy,
prii kterych dochazi k excitaci jednoho z protonu nebo obou protonu, ktera zpusobi jejich
rozpad (fragmentaci), Obrazek 2.2c a 2.2d. Tyto srazky se oznacuji single difrakéni (SD)
resp. double difrakéni (DD). Fragmenty rozpadajicich se protont si zachovavaji doptredny
smeér trajektorie, a nejsou tedy detekované centralnim detektorem. Ptezivsi produkty se
vsak ziidkakdy dostanou do nékterého z doprednych detektoru, coz v pripadé srazky typu
DD znamena, ze je témér neméritelna. Difrakéni procesy popsané Obrazky 2.2a-d spadaji
do tzv. mékkych procesu, ve kterych se uplatnuje Reggeho teorie. Posledni typ srazky
na Obrazku 2.2e je spojen s velkym pienosem hybnosti nad 1 GeV?2. Pfi téchto srazkach

dochézi k disociaci obou vstupujicich ¢astic a k vymeéneé jejich kvantovych ¢&isel za vzniku



produktu z jejich fragmentu procesem hadronizace. Nedifrakéni procesy predstavuji hlavni
oblast zajmu experimentu ATLAS.

Pro centrélni difrakéni proces a procesy spojené s disociaci protonu (tj. SD, a DD) je
typicky vznik mezer ve smérech trajektorii odchozich ¢astic, tj. mezer v pseudorapidité.
Napriklad, v ptipadé single difrakce je celkova invariantni hmota M vzniklych fragmentu X

rovna:
M? = (p1 + p2 —p3)2 ) (2.2)

Mezera v pseudorapidité An tzce koreluje s invariantni hmotnosti s invariantni hmo-
tou [10]:
An ~ In MTQ . (2.3)
Fyzikdlni motivace pro konstrukci detektoru AFP vyplyva z podstaty difrakénich
procesu, a tim je jejich méfeni na vysokych hodnotach pseudorapidity, kterd je mimo
dosah centralniho detektoru ATLAS. Zahrnuje tedy mékké procesy s niz§im prenosem
¢tythybnosti. Jednd se predevsim o procesy spojené se single difrakef a centralni difrakei [6].
Vzhledem k tomu, ze SD srazky jsou relativné béznou soucasti interakei v interakénim bodé
(priblizné 10% =z celkového tc¢inného prutezu), je snadné zaménit dva odchozi protony ze
dvou ruznych difrakénich udélosti. Proto se od pocatku projektu AFP pocitalo i s de-
tektorem casu pruletu téchto ¢astic, aby bylo mozné parovat protony zachycené na obou
strandch dopredné oblasti ze stejné interakce. Podrobny rozbor moznosti detektoru ToF
pro pouziti v doptedné fyzice lze najit v [11]. Piikladem fyzikalni analyzy za pouziti infor-

maci s ToF je detekce axionu-podobnych ¢éstic (ALP, zangl. Axion-Like Particles) [12].

2.2 Konstrukce detektoru

Poloha detektoru AFP je schématicky naznacena na Obrazku 2.3. Po obou stranach A
(z ang. Anticlockwise) a C' (z ang. Clockwise) centrdlnfho detektoru se na odchozich tru-
bicich nachazi po dvou detektorech AFP a to priblizné 205 m a 217 m od interakéniho
bodu P1, konkrétné mezi kvadrupdélovymi magnety Q5 a Q6. Ze schématu je také vidét,
ze predchozi detektory ALFA se nachazely za magnety Q6. Na kazdé strané jsou nain-
stalovany dvé stanice. Ta blizsi k P1 se oznacuje NEAR a vzdélenéjsi FAR. Podle strany



dopredné oblasti jsou pak stanice oznaceny jako A-FAR, A-NEAR, C-NEAR a C-FAR.

Vlastni detektory jsou umistény v Rimskych hrncich, které jsou dlouhodobé osvédéenou
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Obrazek 2.3: Schéma rozmisténi detektorui ALFA a AFP v dopfedné oblasti detektoru
ATLAS. Vzdélenosti jsou vuéi interakénimu bodu P1. Dipdlové magnety jsou oznaceny

modie a kvadrupélové magnety ¢erveneé.

konstrukef dopiednych detektori, Obrazek 2.4. Rimské hrnce jsou ke stanici pfipevnény na
pohyblivém tstroji, takze je mozné dalkové precizné vysouvat hrnec s detektory do métici
polohy smérem ke svazku nebo jej oddalit do parkovaci polohy. V hrncich se rotacnimi
vyvévami udrzuje vakuum v rozmezi 100 Pa - 1 kPa, aby se snizil tlak na strany hrnce
piiléhajici ke svazku v trubici LHC, kde je vysoké vakuum 1078—107% Pa [13] !. Nevyhodou
Rimskych hrneti je omezeny prostor pro detektory, které maji takto k dispozici objem ve
formeé valce o pruméru 130 mm a vysce 135 mm. Dulezitym prvkem konstrukéniho resent
pro AFP je oddéleni fotondsobice od prostoru s nizkym vakuem (tedy v podstaté mimo
hrnec) vélcovym tubusem, aby nedochézelo k nechténym vybojum kvuli napdjecimu vy-
sokému napéti, Obrazek 2.4a. Pro vzdalené ovérovani funkcnosti fotonasobice jsou pies

tubus vedena ¢tyfi optickd vldkna z optického pulzru [14].

Uvedené rozmezi je platné v oblastech experimentt pro snizenf signélového pozadi, v ostatnich ¢dstech

je tlak piiblizné 10~* Pa [13].
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Obréazek 2.4: Detektor AFP: (a) schématické umisténi v Rimském hrnci, (b) pohled na

sestavu na prirubé hrnce s oddélanym krytem.

2.2.1 Kriremikové detektory

Primarnimi méticimi prvky AFP jsou kiemikové trasovaci detektory (SiT), které se nachézeji
ve vSech stanicich AFP, Obrazek 2.5. Jejich tikolem je méfeni trajektorie a hybnosti pro-
tonu odchylenych vlivem srazek v interakénim bodé. Jsou tvofeny radiacné odolnymi
kiemikovymi 3D senzory o velikosti snimaci plochy 20 x 20 mm? s pixely o velikosti
50 x 250 pum? [15]. Vy¢itani probihd pres ¢ip FEI4, ktery je osvédéenym prvkem schopnym
pracovat ve vysokém taktu prichazejicich dat pfi vysoké radiaéni zatézi [16]. V ramci jedné
stanice tvofi jednotlivé senzory ctvefici sklonénou o tihel 13° kvuli zvyseni citlivosti jeho

odezvy a prostorového rozligeni, které je 2,8 um ve sméru od svazku [15].

2.2.2 Detektory ¢asu priletu castic

Detektory casu pruletu odchylenych protonu jsou umistény pouze ve vzdalenych stanicich.
Pracuji na principu tvorby Cerenkovského zéieni, které je detekované pixelovym mikro-
kanalkovym fotonasobicem. Casové rozlisen{ detektorit ToF je piiblizné 20 ps [17]. Citliva

opticka ¢ast detektoru ToF je tvorena matici 4 x 4 optickych tyé¢inek z kiemenného skla
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Obrazek 2.5: Kfemikovy detektor AFP: (a) detailni pohled na skupinu ¢tyt vrstev detek-
toru, (b) pohled na vy¢itaci ¢ip FE-14 [15].

(SK-1300 spole¢nosti O’Hara) ve tvaru pismene 'L’, Obrézek 2.6. Navrh a vyroba celé této
optické casti probéhla na pracovisti SLO.

Opticka cast detektoru ToF byla navrzena tak, ze mérena céastice prochazi jednou
ctverici tycinek. Tyto tady (¢tverice) se oznacuji vyrazem train a jednotlivé tady se
oznacuji jako T1 (nejblize ose svazku protonu), T2, T3, a T4. Ty¢inky v kazdé radé
se ozna¢uji pismeny A (prvni v pofadi ve sméru svazku), B, C, a D. Na tomto zdkladé
se jednotlivé tycinky oznacuji 1A, 1B, apod. az 4D. Vnéjsi rozmeéry této optické sestavy
jsou 73,3 mm na vysku (ve sméru od priruby), 65,5 mm na sitku, a 25,2 mm na hloubku.
Cel4 sestava tycinek je pootocena o thel 48°, aby vyznamn4 ¢ést Cerenkovova zafeni byla
svedena po nejkratsi draze do fotonasobice, viz Obrazek 2.6b. Rozméry tycinek pro prvni
prototyp jsou zverejnény v [18]. Kazda tycinka slouzi zaroven jako vyzarovac Cerenkovova
zéreni (radidtor) a jeho svétlovod do fotonasobice. V misté zalomeni tycinek se nachdzi
sefiznuti o uhel 45° a na vzniklé plose sefiznuti je nanesena zrcadlova plocha z hliniku [18].
Komplikovany tvar tycinek je dén omezenym prostorem uvniti Rimského hrnce a snahou
oddalit fotonasobi¢ od svazku kvuli vysoké radiaci. Blizsi informace ke geometrii ty¢inek
jsou podany v kapitole 5.

V prvni verzi detektoru, byly tyc¢inky vyrabény tak, Ze jednotliva ramena tycinky se

10



vyrdbéla zvlast a v misté spoje byly slepeny lepidlem s vysokou propustnosti v ultra-
fialové oblasti spektra (Epotek 305 [19]). Pouziti lepidla mélo negativni vliv na odezvu
(propustnost) ty¢inek. Piitomnost lepidla odfiltrovala ¢ast svételnych pulzu pod 230 nm,
tedy v oblasti, kde se nachdzi znaéns ¢ést vytvoreného Cerenkovova zéfeni. Zvysens ra-
diace nadale zvySovala absorpci lepidla - vice podrobnosti je uvedeno nize v nasledujici
¢asti. Lepenim obou ramen navic dochazelo k odchylkdm od pozadovaného vysledného
tvaru ty¢inky, coz se projevilo tim, ze tycinky nebyly precizné zarovnané vuci ostatnim.
Tento nedostatek byl spise kosmetické povahy, na tcinnost detektoru to mélo nepatrny
vliv. Postupné byla technologie vyroby tycinek na nasem pracovisti zménéna tak, ze bylo
mozné vyrabét tycinky z jednoho kusu. Tim se odstranily vSechny uvedené nedostatky.
Predevsim propustnost se zvysila az o 60 % [20], coz umoznilo zvysit G¢innost detekce

a Casové rozliseni.

radidtory D C B 4
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Obrazek 2.6: Detektor ToF: (a) pohled na nainstalovanou optickou ¢ést, (b) geometrické

schéma, prevzato z [17].

Geometrie tycinek je nastavena tak, aby kazd4 z nich vyvedla opticky signal na je-
den z 16-ti pixelt (kandli) mikrokanalkového fotondsobice miniPLANACON XPM85112
spole¢nosti Photonis [21], Obrazek 2.7a. Zakladni parametry tohoto fotondsobice jsou uve-
deny v Tabulce 2.1 a kvantova ic¢innost jeho fotokatody je na Obrazku 2.7b. Jeji hodnoty

jsou zname od 200 nm, ale oc¢ekavd se, Zze je nenulovéd az do 160 nm (ptiblizna dolni mez
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citlivosti bialkalického materidlu fotokatody). Pro potieby simulaci byl tedy nakonec zvo-
len pracovni rozsah fotonasobice 160 — 650 nm, piicemz v rozmezi 160 — 200 nm byla
kvantova ucinnost povazovana za konstantni s hodnotou na vinové délce 200 nm. Béhem
vyvoje detektoru ToF jsme aktivné zasahli do elektronické ¢asti fotondsobice ve snaze op-
timalizovat jeho odezvu pro potieby naseho detektoru [22]. Podrobnéjsi informace o téchto

zménach jsou uvedeny v kapitole 7 v ramci popisu modelovani odezvy fotonasobice.

Quantum Efficiency of Planacon MCP-PMT

a
S

Quantum Efficiency [-]
3
nN

107

i " i il
200 300 400 500 600

Wavelength [nm]
(a) (b)

Obrazek 2.7: (a) Mikrokanalkovy fotondsobi¢ miniPLANACON XPM85112 spole¢nosti

Photonis, (b) kvantové uc¢innost fotondsobice (prevzato z [18]).

v, . , - v , . L
&ast zapojeni pouze pro potieby ovéfovacich méreni

Napajeni NN

Svazek

— st || s1l[s2|{s3}>

Ty¢inky | !
| | Posuv X-Y trigr !
! CFD Osciloskop |

Mcp-pM™MT[ =V [T/ .
| PA-a PA-b

Napajeni VN (inline) [ (NIM) cFD  H HPTDC P> TDAQ

Obrazek 2.8: Zjednodusené schéma métictho fetézce detektoru ToF v AFP.

Obecné zjednodusené schéma zapojeni detektoru ToF do méfticiho fetézce je ukazano

na Obrazku 2.8. Mérend ¢astice po vystupu z trekru SiT prochézi jednou z fad tycinek de-
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Tabulka 2.1: Parametry mikrokanalkového fotondsobice miniPLANACON XPM85112

spole¢nosti Photonis [21].

Parametr Hodnota/Popis
Material vstupniho okénka syntetické kifemenné sklo
Material fotokatody Bialkali
Struktura MCP 2 vrstvy, 10 pm poéry, L:D=60:1
Struktura anody 4 x 4, velikost pixelu 5,8 x 5,8 mm?, rozte¢ 6,4 mm
Aktivni plocha 25 x 25 mm?
Prostorova uniformita max 2:1, typicky < 1.5:1
Cas nabehu pulzu 0,5 ns
Siika pulzu 0,7 ns
TTS max. 50 ps, typicky < 35 ps
Kolekéni uéinnost 0,6

tektoru ToF. V piipadé ovérovacich méreni prochazi ¢astice trojici referen¢nich detektoru
ze SiPM s pfiénym aktivnim prifezem 3 x 3 mm? [23]. Prvni z nich, S1, se pouzival jako
trigr udalosti pro detektor ToF. Pomoci tizeného posuvného stolku se vybiraly jednotlivé
zdjmové oblasti tycinek.

Signal vytvoteny tycinkami a registrovany fotonasobicem je dale zesilen dvéma stupni
predzesilovacu PA-a a PA-b. Jednotkou CFD (z angl. Constant Fraction Discriminator)
je dale ptreveden na logicky pulz s nabéznou hranou, jejiz c¢asova znacka je nésledné
urcéena jednotkou HPTDC (z angl. High Precision Time-to-Digital Converter) a zpra-
covana systémem TDAQ (z angl. Tigger and Data AQuisition). Pro méfeni na ovérovacich
svazcich byl nejcastéji meéren vystup z PA-b, trigrovany detektorem S1. V piipadé inte-
gra¢nich testech s pouzitim obou detektoru SiT a ToF bylo pouzito synchronizovaného

sbéru dat z obou detektoru.
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Tabulka 2.2: Ocekavané davky ozéareni a toku castic v blizkosti urychlovace pfi luminozité

100 fb~!. Prevzato z [6].

Vzdalenost od svazku 5 mm 5 cm 70 cm

Tok protonu <5x10%em™2 | 5 x 10%em™2 | 1 x 10" em ™2
Ekvivalentni tok neutroni | < 3 x 10%em™2 | 3 x 102em ™2 | 5 x 10%em 2

Davka < 700 kGy 200 Gy 50 Gy

2.3 Radiac¢ni odolnost detektoru AFP

Vzhledem k faktu, ze se citlivé mérici ¢asti detektoru ptiblizuji na vzdélenost pouze
nékolika mélo milimetru od osy svazku (tvorené nevychylenymi protony), je tiroven radiace
velmi vysoka [6]. Blizsi hodnoty ocekavanych davek a toku ¢éstic na celkovou luminozitu
(intenzitu) svazku 100 fb~! jsou uvedeny v Tabulce 2.2. Uvedend luminozita 100 fb~*
odpovida celkové luminozité svazku LHC v roce 2017.

Radia¢ni odolnost kiremikovych senzoru byla v minulosti tispésné ovérena [24] a senzory
se pouzivaji i v pixelovém subdetektoru IBL centralntho detektoru ATLAS [25]. Co se
tyce detektoru ToF, radiacni odolnost a zivotnost fotondsobici XPM85112 byla méfena
ruznymi skupinami v minulosti [26, 27]. Odolnost ty¢inek i lepidla jsme promérovali ve
spolupraci Ustavem jaderné fyziky Akademie ved v Rezi, kterd k tomuto tcelu poskytnula
protonovy svazek o energii 30 MeV na zdejsim cyklotronu [28]. K tomuto i¢elu jsme pouzili
kruhové vzorky o tloustce 2 mm, nékteré z nich byly slepeny proméfovanym lepidlem (v
tomto pifpadé byla celkovd tloustka skla tedy 4 mm). Vliv radiace byl sledovéan podle
poklesu propustnosti vzorku vlivem degradace skla a lepidla. Vysledky jsou znazornény
na Obréazku 2.9. Odtud je ziejmé, ze Cast tycinek, kterd je velmi blizko svazku (tycinky v
Trainu 1), kde je celkova roéni ddvka nad 700 kGy, trpi vyraznym poklesem propustnosti.
Avsak jiz nasledujici fady, které jsou vystaveny fadové nizsi ddavce (priblizné 20 kGy),
nevykazuji vyznamny pokles propustnosti. Degradace lepidla je oproti tomu znatelna, viz
Obréazek 2.9b. Pii ddvee 20 kGy dochdzi ke znatelnému poklesu propustnosti o 30% v
okoli vlnové délky 280 nm. Pii zapocteni spektralni odezvy fotonasobice a spektralniho
rozlozeni Cerenkovova zafen{ (oboji viz nasledujici kapitola), byl celkovy pokles po roénim

béhu LHC v roce 2017 odhadnut na 11% pti dévee 20 kGy.
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(a) (b)

Obrazek 2.9: Vysledky méfeni radiaéni odolnosti optické casti detektoru ToF: (a) pokles
propustnosti SK-1300 o tloustce 2 mm, (b) pokles propustnosti SK-1300 s lepidlem Epotek
305 (celkovd tloustka skla 4 mm). Davka odpovidd celkové luminozité 100 fb~!. Prevzato

z [20].

2.4 Zavérecné poznamky ke konstrukci detektoru ToF

Vice informaci o konstrukei detektoru lze nalézt v [29, 30|, vybrané vysledky z méteni na
testovacich svazcich v.CERNu a DESY v [15, 31, 20]. Samostatnou praci pfi vyvoji de-
tektoru ToF predstavovaly fotonasobice. Stfedem pozornosti bylo jejich ¢asové rozliseni v
zavislosti na zisku a zavislost jejich signalové odezvy na frekvenci prichézejicich pulzu [32,
22]. Béhem nasazeni AFP mezi roky 2017 az 2023 byla funkénost detektoru ToF ovérovana
i pfimo na svazku LHC. V roce 2017 trpél detektor snizenou uéinnosti do 10% [33] z
duvodu prekroceni nejvyssiho povoleného akumulovaného nédboje na fotonasobicich, které
¢inilo az 20 C. To vedlo k poklesu kvantové ic¢innosti jejich fotokatod a k degradaci mik-
rokanalkovych desticek.

V souladu s tématem této prace jsou nasledujicich kapitoly vénovany otazkam mode-
Tyto simulace slouzily jednak k vyvoji geometrie detektoru, tak k odhadu jeho celkové
odezvy na vystupu fotondsobice smérem k zesilovaci elektronice. Nasledujici cast je blize
vénovana zakladni problematice pruchodu elektricky nabitych vysokoenergetickych ¢astic

materidlem vcéetné emise Cerenkovova zareni.
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Kapitola 3

Princip detektoru ToF - emise

Cerenkovova zareni

Jak jiz bylo zminéno v predchozi kapitole, je detektor ToF zalozen na jevu emise Cerenkovova
zareni pii pruchodu protonu materialem kremenného skla. Tento jev je dobie popsan
znamou Frankovou-Tamnovou rovnici. Z ni mimo jiné plyne charakteristicky spektralni
profil emitovaného zareni ktery je vyrazny v ultrafialové oblasti a pocet vyzarenych fotonu
klesa s druhou mocninou vlnové délky. Navic je svétlo na dané vinovou délce vyzarovano
pod specifickym thlem vzhledem k trajektorii ¢astice, ktery zavisi na indexu lomu prostiedi.
Na urychlovaci LHC se v soucasné dobé (kampan Run-3) vyuziva prednostné protonovych
svazku o celkové energii 6,8 TeV. Béhem vyvoje se detektor ToF testoval na svazcich ¢astic
7t o energii 120 GeV urychlovace SPS (Super Proton Synchrontron) v laboratofich CERN
a elektronech o energiich 5 GeV v DESY u Hamburku. Odpovidajici hodnoty relativis-
tickych veli¢in § = v/c (kde v je rychlost ¢astic a ¢ rychlost svétla v vakuu) a Lorentzova
faktoru v =1 /\/1—752 castic jednotlivych svazku jsou shrnuty v Tabulce 3.1. Ve vSech

piipadech je 8 = 1, jednd se tedy o vysokoenergetické relativistické castice.
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Tabulka 3.1: Hodnoty pomeéru rychlosti ¢astic k rychlosti svétla § a Lorentzuv faktor

pro svazky, které byly pouzity pro testovani detektoru ToF nebo pro koneéné pouziti na

LHC.
Urychlovaé | typ castice | klidova hmotnost | Energie | v [-] | 1 =5 [-]
LHC (CERN) proton 938 MeV/c? 6,8 TeV | 7249 | 9,52-107°
SPS (CERN) ot 139 MeV /c? 120 GeV | 863 | 6,70-10°7
DESY II e 0,511 MeV/c? 5GeV | 9784 | 5,22-107°

3.1 Pruchod energetickych ¢astic materialem

Elektricky nabité vysokoenergeticka ¢astice pti pruchodu materidlem interaguje s elektrony
(volnymi nebo vazanymi) a s atomovymi jadry okolniho materidlu. Jestlize je prochazejici
¢astice mnohem tézsi nez elektrony (napf. protony, mezony 7, atd.), jsou projevy interakei
s elektrony a jadry atomu rozdilné. S ohledem na velmi malou velikost jadra, vyplnuji
elektronové obaly atomu a molekul naprostou vétsinu prostoru materialu. Lehké elek-
trony mohou pfi interakci s ¢éstici odebrat znaéné mnozstvi energie aniz by vyznamneé
odchylily ¢astici s puvodni trajektorie. Oproti tomu, tézka atomova jadra zpusobuji roz-
ptyl prochézejici ¢astice. Vzhledem k malym rozméru jak jadra tak castice, je rozptyl
v témeér naprosté vétsiné pripadu elasticky a omezeny na malé rozptylové uhly. Tézké
castice o vysoké energii si tedy prakticky zachovavaji svou puvodni trajektorii pii pruchodu
materidlem. Lehké ¢astice jako elektrony nebo pozitrony interaguji prakticky pouze s elek-
trony materidlového prostiedi. Pti téchto srazkach rychle ztraceji svou energii a dochéazi
k jejich rozptylu. V dusledku toho jsou mnohem snadnéji pohlceny materidlem.

Na Obrazku 3.1 je schématicky znazornén elasticky rozptyl castice P, pohybujici se
rychlosti v podél osy z, na rozptylovém centru 7" materialu (molekula nebo atom). Protoze
se jedna o elasticky rozptyl, je na strané rozptylového centra zprosttedkovan jeho elek-
tronovym obalem, ktery zpusobuje energetické ztraty prochézejici c¢astice a jeji rozptyl
(ktery je pro tézké ¢dstice nepatrny). Uhel rozptylu ¢éstice 0 zavisi na kolmé vzdalenosti b
trajektorie castice od T', ktera se nazyva impaktni parametr. Hodnota impaktniho para-
metru je zdola omezena hodnotou b,,;, = h/(ym.v) [34], kde m. je hmotnost elektronu,

v = 1/4/1 = ? je Lorentzuv dilata¢ni faktor, pticemz 5 = v/c je pomér rychlosti ¢astice
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Obrazek 3.1: Schéma kolize ¢astice p s ¢astici T materidlu.

v soutradnicovém systému 7" k rychlosti svétla. S rostouci vzdalenosti b postupné tihel roz-
ptylu klesa az pri byee = hyv/€eqe klesne na nulu. Od této hodnoty vyse tedy nedochdzi
k ovlivnéni c¢éastice p rozptylovym centrem 7. Hodnota b,,,, zavisi na minimalni efek-
tivn{ excitaéni energii €., materidlu, kterd je v pripadé SiOy (molekula kfemenného skla)
120 eV [35].

Pro uvedeny dvoucasticovy systém P — T jsou hodnoty b,,i, a bnee srovnatelné s
rozméry atomu a molekul. Ve skutecné materialovém prostiedi vSsak dochazi k ovliviiovani
prochézejici ¢astice P molekulami v okoli uvazované rozptylové c¢astice T'. Elektromagne-
tické pole vytvarené prochéazejici ¢astici zpusobuje v materidlovém prostiedi jejich polari-
zaci, a vzniklé dipoly zpétné ovliviiuji pole generované céastici. Odpovidajici hodnota b4,
je tedy mnohem vyssi nez jsou atomarni rozmeéry, zvlasté pro vyssi hodnoty v prochazejici
castice.

Elektromagnetické pole kolem nabité castice prochazejici materidlem lze pospat ptislusnymi

Maxwellovymi rovnicemi, zde uvedené v mikroskopické formé a v jednotkéach CGS:

vE=T,

V-B=0,

VxE:—la—B, (3.
c Ot D

VXH:—(ZLTFJ—"E) y

kde E je intenzita elektrického pole, H intenzita magnetického pole, D elektrickd indukce,

B magnetickd indukce, p hustota volného naboje (vlastni prochézejici ¢dstici), a J hustota
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volného elektrického proudu. Pfitom plati materidlové vztahy: D = c¢E a B = pH, kde € je
relativni elektrickd permitivita a u relativni magneticka susceptibilita prostredi (relativni
v jednotkdch CGS). V dalsim textu je relativni permitivita prostiedi ozna¢ena pojmem
dielektrickd funkce e(w), ktery odrazi zavislost odezvy materidlového prostiedi skrze na
dopadajici elektromagnetické zafeni na jeho thlové frekvenci w.

Je-li naboj castice g a rychlost v, pak lze psat:

p(I‘, t) = q(S(I‘ - Vt) )

J(r,t) =vp(r,t) .

(3.2)

Ekvivalentné lze Maxwellovy rovnice vyjadrit pomoci skalarniho a vektorového potencialu,

o(r,t) a A(r,t), které jsou definovény vztahy:

B=VxA,
oL 0A (3.3)
T T e
Dosazenim rovnic (3.3) do (3.1) a pouzitim Lorenzovy kalibra¢ni podminky
10p
V- A+-—=0 3.4

nabyvaji Maxwellovy rovnice tvaru nehomogennich vinovych funket:

1 02 47
V- Sot=—"p,
V2A _ i@QA B _4_7r
2 o2 ¢

Reseni téchto rovnic pro vyjadieni elektromagnetického pole vytvarené pohybujici se
¢asticl se snazeji fesi prevedenim Fourierovou transformaci [34] do piislusnych Fourierovych

obrazu p(k,w) a A(k,w) (kde k je vlnovy vektor, a w tihlova frekvence):

- %Qa(w)] olics) = plk). -
= Lol Atk ) = T3k

kde p(k,w) = q/(27)0(w — kv) a J(k,w) = vp(k,w). Fourierovy obrazy obou potencialu
jsou tedy rovny:

2q O0(w—kv)
(W) k2 — He(w)

Ak ,w) = 6((,0)%(,0(1(, w) .

Y

plk,w) = -
(3.7)
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Zname-li hodnoty ¢(k,w) a A(k,w), dostaneme vyuzitim vztahu (3.3) Fourierovy obrazy

elektrické intenzity a magnetické indukce:

we(w)

Blk.w) =1 [“v k] ok

(3.8)
£(w)
Bk,w) =i—=(k x v)p((k,w) .
c
Pro vypocet energetickych ztrat castice P na rozptylovém centru T, které je vuci
castici ve vzdalenosti b, je potieba urcit slozky elektromagnetického pole ¢astice v kolmé

vzdalenosti b od jeji trajektorie:

1 ,
E — 3 E(k ibky
(0:0) = o [ PRERw)™
| (3.9)
B — 3 B(k ibky
(b = oy | B
Dosazenim rovnic (3.7) a (3.8) do rovnice (3.9), jsou slozky elektromagnetického pole
rovny [34]:
1/2
qw [ 2 1
E.(bjw)=— | — Ko(AD) |
000 =5 (3) |1~ | B
2\'? A
Ebw)=2(2) 2k, (3.10)
v\ T e(w)

By(bv w) = 5<w)ﬁEx<b>w) )

kde Ky a K; jsou modifikované Besselovy funkce nultého a prvniho fadu a
o W’ 2
N =21 - ew)] | (3.11)

pricemz odmocnina vyrazu na pravé strané je vybrand tak, aby faktor A lezel ve ¢tvrtém
kvadrantu. Ostatni slozky elektromagnetického pole jsou v tomto pripadé rovny nule, tj.
E,=0,B,=0,aB,=0.

Pisobenim elektromagnetického pole ¢éastice dochazi predanim ¢asti jeji kinetické ener-
gie na elektrony materidlového prostiedi podél jeji trajektorie. Ve vzdalenosti a od osy

trajektorie jsou ztraty rovny [34]:

dE 1 dE ca o0 00
ar )., " var 2 ) DB = By(w)E 12
( dx ) b>a v dt 2 - y(t) z(t)dt Ca/o y(w) Z(w)dw , (3 )

Z vyse uvedenych vztahu vyplyva frekvencni zavislost slozek elektromagnetického pole
prochézejici c¢astice podle tvaru dielektrické funkce okolniho materialu. Tycinky detek-

toru ToF jsou vyrobeny z kifemenného skla (SiO,). Na Obrézku 3.2a je graficky uvedena
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zavislost indexu lomu tohoto materidlu podle datového listu vyrobce O’Hara (v rozmezi
140-2500 nm) doplnéné o vysledky v [36] v rozmezi 90-140 nm, ze kterych je zfejmé, ze
v okoli vlnové délky 100 nm dochézi k rezonancni odezvé materialu na piuisobici elek-
tromagnetické pole doprovazené jeho zvySenym tutlumem. Extin¢ni koeficient k zacind
rust uz pod 170 nm, ale az pod 140 nm piekro¢i hodnotu 1075, pficemz je ndrust velmi
strmy. Tuto vinovou délku lze tedy povazovat za hranicni, pod kterou se stava SK-1300
prostiedim se zvySenou absorpci. Odpovidajici frekvencni zavislost dielektrické funkce je

na Obrazku 3.2b.

Index lomu (SK-1300) Dielektricka funkce (SK-1300)

22 11.0 45 2.5
L niJ —
241 ri108 Bk (1
2.0 10.8 2 2.0
19+ 0.7 357
18] 10.6 — 3.0 1£5 -
g7t 05— + e
= -~ w 25 W
1.6 0.4 1.0
15+ 10.3 20F
. ! 0.5
1.4 0.2 15
1.3 0.1
1.2 ' : - ; 0.0 10 15 16 00
500 1000 1500 2000 2500 10 10
vinova délka [nm] w [1015Hz]

(a) (b)

Obrazek 3.2: Optické konstanty kfemenného skla SK-1300: (a) experimentdlni hodnoty
indexu lomu dle datového listu vyrobce O’Hara (v rozmezi 140-2500 nm) doplnéné o
vysledky v [36] v rozmezi 90-140 nm, (b) odpovidajici frekvenéni spektrum dielektrické

funkece.

Faktor A je komplexni veli¢ina zavisld tvaru dielektrické funkce. Jeho dulezitou vlast-
nosti je, ze je Cisté imaginarni, pokud je dtlum prostiedi minimalni. Jeho frekvenéni
zévislost je pro pifpad skla SK-1300 na Obrézku 3.11a. Cervend oblast vyznacuje pra-
covni oblast fotondsobice pro potieby detektoru ToF (viz téz predchozi kapitola 2.2.2).
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(@) (b)

Obrazek 3.3: (a) Spektralni zavislost A-faktoru pro sklo SK-1300, (b) soucet A + \* vysky-
tujici se v exponentu vypoctu vyzaiené energie. Cervend oblast vyznacuje pracovni oblast

fotonasobice pro potieby detektoru ToF.

3.2 Cerenkovovo ziieni v SK-1300

Emise Cerenkovova zafen{ odpovida energetickym ztratam ve velké vzdélenosti od prochézejici
castice. Pro [Aa| > 1 1ze Besselovy funkce vyjadrit asymptoticky jako K, (z) — /7/2e™*/\/x
a vztahy (3.10) prejdou do tvaru:
1qw 1 e
E.bw =—"%|1—-———| ——,
6= E 1 5 7w

Ex(b (JJ) _ q ée—)\b (313)
’ ve(w) V b ’

By(b,w) = e(w)BE,(b,w) ,

Z podminky |Aa| > 1 lze pti znalosti A-faktoru odhadnout minimalni hodnotu impaktni
vzdalenosti b, od které lze toto vyjadieni pouzit. Besselovy funkce Ky a K; lze nahradit
uvedenym asymptotickym vyrazem pro Ab = 2.5. Pro SK-1300 je min(|\|) = 2,6 ym™'.
Odtud plyne, Ze b,,;, musi byt alespon rovno 1 um.

Na Obrazku 3.4 jsou pro zajimavost vykresleny frekvenéni obrazy slozek elektromag-
netického pole pro b = 1 um ve skle tvorené prochazejicim protonem s v = 7247 (tj. o
energii 6,8 TeV). Vsechny slozky vykazuji silné oscilace realnych a imaginarnich ¢dsti v

zavislosti na frekvenci. S rostouci frekvenci roste hodnota imaginarni slozky A s ni i mira
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Obrazek 3.4: Frekvencni obrazy slozek elektromagnetického pole vytvareného protonem o
v = 7247 (6,8 TeV) v kiemenném skle SK-1300 (ve vzdélenosti by, = 10~* cm). Cervena

oblast vyznacuje pracovni oblast fotondsobic¢e pro potieby detektoru ToF.

oscilaci (ke stejnému jevu dochdzi pii rostoucim b). Od frekvence 1, 35-10'° Hz odpovidajici
vlnové délce 140 nm, kde narusta absorpce SK-1300, vyznamné vzroste realna slozka A-
faktoru, Obrazek 3.3a. To zpusobi vymizeni slozek elektromagnetického pole ve vétsich
vzdalenostech pro vyssi frekvence.

Energii vyzarenou ve vzdalenosti a = b,,;, od ¢astice 1ze odvodit dosazenim vztaht (3.13)

do rovnice (3.12). V diferencidlnim tvaru je rovna:

2 *
e :ﬂ<—i A—) [1 ! }e““*)a. (3.14)

dxdw c? A B p2e(w)

Graficky je spektralni zavislost vyzarené energie uvedena na Obrazku 3.5a. V oblasti,
kde m4 faktor A svou redlnou ¢ast blizké nule, je spektrum nezavislé na a, nebot soucet
A + A* v exponentu rovnice (3.14) je roven nule, viz téz Obrézek 3.3b. Nad hraniéni
frekvenci se projevi rostouci redlna slozka tohoto souctu, kterd ma za nasledek rychly pokles
vyzarené energie smérem k nule, jak jiz naznacuji frekvencni spektra elektromagnetického
pole (Obréazek 3.4). Odtud je tedy ziejmé, ze ve skle SK-1300 se Cerenkovovo zafeni emituje
od vlnové délky 140 nm. Obecnéji lze konstatovat, ze extinéni koeficient &£ musi byt mensi
nez 107, aby bylo mozné pozorovat Cerenkovo zafreni v makroskopickém méfitku.

Vyjadiime-li vyzarenou energii na konkrétni frekvenci v poc¢tu fotonu N, tj. £ = Nhw,

muzeme z vyuzitim vztahu dE=hwdN a rovnice pro energii fotonu dEn = hdw vyjadrit
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Obrazek 3.5: (a) Spektrum vyzéarené energie protonem o y = 7247 (6,8 TeV) v kiemenném
skle SK-1300, (b) cetnost emitovanych fotonii Cerenkovova zafeni. Cervend oblast vy-

znacuje pracovni oblast fotonasobice pro potieby detektoru ToF.

emisni spektrum v poctu fotonu:

dN G M+ 1 .
= —in/ = 1= —(Aa 3.15
dzdE,  h*c? ( ' )x) { 625(w)} ‘ (3.15)

Graficky je spektrum cetnosti emitovanych fotonu znazornéno na Obrézku 3.5b. Odtud lze

integraci pfes pracovni oblast detektoru ToF spocitat celkovy pocet fotont, které vzniknou
pruchodem tyc¢inkou detektoru ToF. Efektivni vzdalenost pruchodu jednou ty¢inkou je
priblizné 8,07 mm. Tomu odpovida celkovy pocet priblizné 1430 vyzarenych fotonu.

Z pozadavku na hodnoty A-faktoru se silné potlacenou realnou slozkou plyne, ze ke
vzniku Cerenkovova jevu musi platit A2 < 0. Podle rovnice 3.11 je tato podminka splnéna,
pokud je imagindrn{ (absorpéni) slozka e(w) nulovd (v praxi velmi blizkd nule) a 5%e(w) >
1, tj.

c

c
v > = —.
ew) 7

(3.16)

Toto je zndmé podminka vzniku Cerenkovova zafeni, totiz, ze rychlost ¢astice v prostiedi
musi byt vétsi nez rychlost svétla v tomto prostiedi. Vhledem k disperzi materidlového
prostiedi, je tato podminka zavisld na frekvenci. Protoze v oblasti emise Cerenkovova
zétenf plati A ~ —i|\|, je v rovnicich (3.14) a (3.15) viraz —i\/A\*/A ~ —i-i = +1

a vyraz A+ A\* = 0, jak jiz bylo naznaceno vyse (viz téz Obrazek 3.3b). Tim se obé rovnice
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zjednodusi:

E 2 1
d _qw[1 }

dedw 2 |7 PBle(w) (3.17)
dN 7> 1 1 '
dedE,  h*c? B2e(w) ]|’

coz jsou dvé mozna vyjadieni téze Frankovy-Tammouvy rovnice.

Smer sifeni Cerenkovova zéfeni je ddn smérem Poyntingova vektoru E x B, Uhel sméru
Sifeni vuci trajektorii ¢éstice je dan vztahem tgf. = —FE;/E,. Pouzitim rovnic (3.13) lze
ziskat vztah:

1 1

COS 90 = m = 6_n . (318)

S rostouci vlnovou délkou index lomu skla SK-1300 klesa, viz Obréazek 3.2a, tim klesd i tihel
emitovaného zateni 6., jak je to ztejmé z Obrazku 3.6a. V oblasti od 160-1000 nm se 6, méni
vyrazné v rozmezi 46° —56°, coz se negativné projevuje na zpusobu vedeni svételného pulzu
tyc¢inkami detektoru ToF. Detailnéjsi rozbor vlivu disperze je v néasledujici kapitole. Pro
konstrukei detektoru zvolen tihel 48°, ktery ptiblizné odpovidé vinové délce 300 nm. Tato
vlnova délka byla zvolena jako kompromis s ohledem na kvantovou tc¢innost fotonésobice,
Obrazek 2.7b. Diky symetrii jsou fotony v roviné kolmé na trajektorii ¢astice vyzarovany
rovnomérné (rovnomeérné rozdéleni uhlu ¢ projekce Poyntigova vektoru v roviné z — y).
Vysledkem je, ze pro danou vlnovou délku tvoii Cerenkovovo zafeni kuzel s vrcholovym
thlem 26..

Pro zajimavost je na Obrazku 3.6b uvedeno srovnani miniméln{ celkové energie ¢astice
ve svazcich urychlovaci LHC, SPS, a DESY II pro vyvolani Cerenkovova jevu (viz téz
Tabulka 3.1). Napriklad pro elektrony je jeji hodnota 0,690 MeV, tj. pfi klidové hmot-
nosti elektronu 0,511 MeV/c? je jeho minimdln{ kinetickd energie 0,179 MeV pro vyvolani
Cerenkovova jevu v kiemenném skle.

Na zaver této kapitoly je v nésledujici Tabulce 3.2 uvedena celkovd bilance pro detektor
ToF pii pruchodu ééstic z vyse uvedenych urychlovacu (viz téz Tabulka 3.1). Bez ohledu
na typ svazku (protoze u vsech plati, ze § =~ 1) je celkova vyzéarena energie v jedné
tycince priblizné 7 keV. Protoze ¢astice prochézejici detektorem projde vzdy jednou ze ctyt
fad detektoru se ¢tyimi tycinkami, ztrati vyzarenim celkem pfiblizné 28 keV. V oblasti

vlnovych délek 160-650 eV se vytvori priblizné 1000 fotonu.
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Obrazek 3.6: (a) Uhel vyzaiovani Cerenkovova zafeni v kfemenném skle SK-1300 pro
¢astici s § &~ 1 (zde proton o energii 6,8 TeV), (b) minimalni celkové energie ¢astic svazku
urychlovacu tykajicich se detektoru ToF pro AFP. Pro orientaci jsou navic zobrazeny

hodnoty v [MeV] na vlnové délce 300 nm.

Tabulka 3.2: Celkova bilance vyzarenych ztrat v detektoru ToF pii pruchodu jedné castice

svazku z urychlovacu LHC, SPS a DESY II.

Parametr Hodnota
Celkové vyzarena energie (tycinka/ToF) ~ 7 keV /28 keV
Celkovy pocet vyzarenych fotonu (tycinka/ToF) ~ 1430/5720
Relativni ztrata energie ¢astice pruchodem pres ToF
proton (6,8 TeV) 4-107" %
7+ (120 GeV) 2.107° %
elektron (5 GeV) 6-107* %

v rozmezi vinovych délek 160-650 nm:

Celkové vyzarena energie (tycinka/ToF) ~ 5 keV /20 keV

Celkovy pocet vyzéarenych fotontu (tycinka/ToF) ~ 1000/4000
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Kapitola 4

Modelovani v nastroji Geant4

Jadrem vsech simulaci, které jsou predstaveny v nasledujicich dvou kapitolach, je software
ktery autor této prace vyvinul v modelovacim nastroji Geant4 [37]. Predmétem této Casti je
pouze kratce predstavit tento néstroj. Na oficidlnich internetovych strankach je k dispozici
nékolik dokumentu, které blize popisuji zpusob jeho pouziti stejné jako fyzikalni pozadi
feseni problematiky interakce ¢astic s hmotou. Zkraceny popis nastroje lze také nalézt
v [38].

Geant4 je simulacni nastroj typu Monte Carlo. Jedna se o softwarovy produkt vyvijeny
mnoha spolupracujicimi institucemi v ¢ele s CERN, ESA (European Space Agency), SLAC
(Stanford Linear Accelerator Center) a HIP (Helsinki Institute of Physics). V soucasné
dobé je hojné pouzivan védeckymi pracovisti zabyvajicimi se problematikou fyziky vy-
sokych energii (CERN, SLAC, Fermilab apod.). Umoznuje simulovat rozsdhlé experimenty,
které tato pracovisté realizuji (napt. projekt ATLAS, CMS, DELPHI) a poméhat tak pfi je-
jich Upravach a odstranovani nékterych problému. Geant4, v soucasné dobé ve verzi 11.2.1
(v roce 2024), je v podstaté knihovna tfid v jazyce C++, jejichz pouzitim se vytvaii si-
mulacni program ve formé spustitelného souboru. Kazda z téchto tiid implementuje urcitou
specifickou ¢ast kédu simulace a jejich vhodnym ”poskladanim” a tpravami se v jazyce
C++ vytvaii kéd urceny pro danou simulaci. Otevieny kdéd zaroven umoziuje ve speci-
fickych piipadech editovat jiz existujici implementaci (viz napt. [39]).

Kazda ttida definovand v Geant4 popisuje specificky problém spojeny se simulaci. Podle

toho je lze zatradit do jedné z nésledujicich skupin (z pohledu autora této prace):
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Rizeni béhu simulace: kategorie ttid vztahujici se k fizeni béhu simulace a vytvareni

udalosti,

Rizeni trasovani: skupina tiid, které idi krokovani (trasovani) béhu simulace.
Sleduji sifeni vSech castic existujicich v daném kroku simulace a uplatiiuji na nich

relevantni fyzikdlni procesy.

Castice a materidly: tiidy této skupiny umoznuji specifikovat ¢éstice a materialy
pouzité pro konstrukci modelu detektoru. Samostatnou ¢asti jsou tiidy pro definici

magnetického pole v ¢astech detektoru.

Fyzikalni procesy: tato skupina sdruzuje ttidy popisujici vSechny fyzikalni procesy,

které se uicastni interakel mezi ¢asticemi.

Geometrie a rozhrani pro CAD: ttidy spravujici geometrii detektoru a vzajemnou
polohu jejich dil¢ich prvki. Geant4 obsahuje navrhai geometrickych objektu zalozeny

na standardu ISO STEP, a je tak slucitelny se systémy CAD.

Zaznam dat: tiidy v této kategorii pomahaji se shérem dat a s ulozenim do vhodného

formétu podle potteb uzivatele, nejcastéji se jedna o format ROOT [40].

Vizualizace a uzivatelské rozhrani: tato kategorie zahrnuje t¥idy spravujici vi-
zualizaci detektoru a trajektorii ¢astic a zadavani prikazu pro fizeni simulace. Déle
usnadnuji komunikaci s ostatnimi softwarovymi technologiemi, napt. s databazovymi

systémy OODBMS, MySQL apod.

Projekt simulace detektoru ToF se nachdzi na lozisti https://qgitlab.cern.ch/nozka/-

AfpToF.git. Zacal jako samostatny projekt, ale ¢asem se velkd ¢ast kédu prenesla do soft-

warového prostiedi Athena, oficidlniho softwarového nastroje projektu detektoru ATLAS

na LHC. V soucasnosti projekt simulace obsahuje 40 souboru s kédem jazyka C+-+ véetné

sedmi souboru s kédem pro zpracovani vystupu nastrojem ROOT. Celkové je projekt

tvoren priblizné 9500 fadky kodu.

Simulacni program v sobé obsahuje experimentalni hodnoty indexu lomu materialu skla

SK-1300. Ostatni specifikace materidlu pro potreby modelovani interakce c¢éastic svazku
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LHC, SPS a DESY-II jsou souc¢asti jadra ndstroje Geant4 '. Co se tyée modelu chovani
fotonasobice, simulace obsahuje experimentalné urcenou kvantovou ucinnost fotokatody
pouzitych fotondsobicu dle [41].

Simulacni program umoznuje modelovat rozlicné konstrukéni varianty tycinek optické
c¢asti [18] se snadnym nastavenim jejich geometrie. Jednim z vystupt programu jsou pod-
klady pro technické vykresy jednotlivych tycinek a soubory pro vizualizaci ve standardu
VRML. Stézejnim vystupem jsou datové soubory formatu .root, ktery se bézné pouziva v
casticové fyzice. Datové soubory poskytuji rozlicné zaznamy tykajicich se tvorenym pulzu
Cerenkovova zafeni, zdsahtl fotont fotokatodou fotondsobice a dalsf podpurna metadata.

V nasledujici kapitole jsou veskeré vystupy vytvoreny makry nad témito vystupy.

IPro tyto téely je nutné zadat slozeni materidlu a jeho hustotu.
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Kapitola 5

~>

Sireni svételného pulzu optickou

casti detektoru ToF

Jak plyne z Obrazku 2.6 na strané 11, je optickd ¢ast detektoru ToF postavena do cesty
odchylenym protonum tak, ze kazd4 z téchto ¢astic prochazi vzdy pravé jednou ze ¢tyt rad
tycinek, které se oznacuji T1, T2, T3, a T4 (zkratka z anglického slova Train). Nejblize se
ose svazku LHC (svazek nevychylenych protonu) priblizuje fada T1. V dané radé castice
postupné prochazi ¢tyimi tycinkami A, B, C, a D, tj. v ptipadé fady T1 jsou to ty¢inky 1A
— 1D apod. pro ostatni fady. Kazda z tyc¢inek ma tvar pismene L. Jeden konec tycinek je
sefiznut o referenéni Cerenkoviiv thel 48°. Odpovidajici rameno ty¢inky se oznacuje jako
radidator. Sefiznutd hrana radidtoru se oznacuje jako hrana tycinky. Naproti tomu druha
cast tycinky doseda na fotondsobi¢ a nese oznaceni svétlovod. Kazda z tyc¢inek ma své
jedine¢né rozmeéry tak, ze sefiznuté hrany tycinek lezi v jedné specifické roviné, ktera nese
oznaceni rovina hrany detektoru.

V misté zalomeni tycinek jsou tycinky sefiznuté v thlu 45° a na sefiznuté plose je
nanesena odrazna vrstva hliniku zarucujici odraz svétla do svétlovodu. V tomto stan-
dardnim uspordddni maji ty¢inky v obou ramenech pifiény pruiez 5 x 6 mm? (sitka
5 mm z pohledu prichdzejici castice), takze délka trajektorie ¢astice v jedné tyéince je
6 mm/sin(48°) = 8,07 mm. Rozmeéry ty¢inek se v prubéhu let do ur¢ité miry meénily,
v Piiloze A jsou uvedeny vyrobni vykresy ty¢inek ur¢ené pro posledni nasazeni na LHC

v kampani Run-3 (2022 — 2025). Nejvétsi tycinkou je 1A jejiz délka ramen je 65,5 mm
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(radidtor) a 73,3 mm. Naopak nejkratsi tyc¢inkou je 4D s rozméry 29,3 mm a 62,0 mm.
Kazdé tycince optické ¢asti detektoru ToF odpovida podle navrhu jeden pixel fotonasobice
o rozméru 5, 8 x5, 8 mm?, ktery primarné detekuje svételny pulz vychézejici z dané tycinky.
V dalsi ¢éasti textu se pixely odpovidajici dané tycince oznacuji priponou 'P-’ ke znacce
ty¢inky, napt. P-1A apod.

Ve specifické geometrii tyc¢inek podstupuje emitované svétlo sérii odrazu na jejich
sténach a poté dopadd na fotokatodu fotonasobice. Ackoliv 1ze analyticky vysledovat tra-
jektorii jednotlivych fotonu [42], je pro komplexnéjsi popis vhodnéjsi modelovani vhodnym
softwarovym nastrojem typu Monte Carlo, jakym je nastroj Geant4. V nésledujicich
castech této kapitoly jsou pouzity vysledky simulaci v tomto nastroji. Vétsina z nich byla
publikovana v ramci autorskych publikaci vénovanych vyvoji detektoru ToF. Simulace byly
urcené ke srovnani s experimenty na urychlovaci SPS a DESY-II, ve kterych byl pouzit re-
fereéni trigrovaci detektor s akceptanci 3 x 3 mm?, viz téz Obrézek 2.8 na strané 12. Proto
byl béhem modelovani pouzivan simulovany svazek s odpovidajicim ¢tvercovym piicnym

prufezem.

5.1 Sifeni svételného pulzu tyéinkou ToF

Odchylené protony vstupuji do ty¢inky v urcité vzdalenosti od jeji hrany, Obrazek 5.1a. V
zavislosti na vinové délce se pod riznymi thly &fif z trajektorie ¢astice fotony Cerenkovova
zéfeni, kterych pfipada piiblizné 1000 na kazdou ty¢inku. Cést z nich se na druhy konec
tyc¢inky dostane primo pres odraz v misté zalomeni, ¢ast nich se do fotonasobice dostane
nékolikanasobnym totdlni odrazem o stény tycinek, Obrazek 5.1b. Tycinky fad T1 a T2
jsou navic vybaveny dodatecnym zkosenim o 18°, Obrazek 5.1c, ktery cast svételného
svazku sméruje ptimo k fotondsobi¢i. Uvedeny tihel zkoseni byl stanoven na zakladé mo-
je snizeni sitky radidtoru tyc¢inky. Pro tycinky urcené pro Run-3 je toto snizeni na 3 mm
v faddch T1 a T2. Toto ztzeni je ¢dstecné vykompenzované sirsi fadou T4 (5,5 mm). Jed-
notlivé konfigurace tycinek pro ruzné nasazeni se rozlisuji pravé sitkou jednotlivych tad.

Napiiklad pro testovaci méfeni byly puvodné vyrobeny tycinky v konfiguraci (postupné
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od T1 k T4) 2-5-5-5 mm. Pro kampan LHC Run-2 (2015 — 2018) to byla konfigurace 2-
4-5-5,5 mm (lepené tycinky). V nésledujicim jsou diskutovany vysledky modelovani nad
konfiguraci nelepenych tycinek 3-3-5-5,5 mm urcenou pro posledni instalaci na urychlovaci

LHC (kampan Run-3).

VAN TR odrazna plocha ikos (taper)
> (zrcadlo) P ~=~X\ odrazna plocha
o AVAVAV S \ zrcadlo)
svétlovod
svétlovod

;
§§ g§

radiator radiator

(a) (b) (c)

Obréazek 5.1: (a) Vizualizace emise Cerenkovova zéafeni v simulaénim néstroji Geant4, (b)
detail postupu optického signdlu pres standardni zalomeni tycinky piimo (modré Sipky)

nebo totalnim odrazem (¢erné sipky), (c) totéz s pfidavnym idkosem.

Jak je patrné z Obréazku 5.1a, ¢ast vzniklych fotonu postupuje k hrané tycinky, kde
se odrazi a postupuje smérem k druhému konci. Avsak ¢ast z nich opusti tycinku diive,
nez dosahne hrany a vstoupi do néasledujici tycinky, kde se odrazi od jeji hrany a sméruje
druhou tycinkou, Obrézek 5.2a. V zavislosti na vzdalenosti trajektorie ¢dstice od hrany
ty¢inky, muze ¢ast fotonu proniknout az do vzdélenéjsich tycinek a stat se soucasti signalu
z téchto tycinek nebo zcela opusti optickou ¢ast detektoru ToF. Mira zastoupeni ”para-
zitnich”fotonu v tyc¢ince je patrnd na piikladu tycinky 1B na Obrazku 5.2b [31], kterd
prijima cast fotoni emitovanych v tyc¢ince 1A. Zde je tfeba poznamenat, ze vysledky v
tomto grafu jsou zalozeny na pouziti svazku ¢astic o ¢tvercovém pricném prurezu disku-
tovaném vyse. Vzdalenost svazku v simulaci byl nastaven tak, ze vzdalenosti od svazku
na ose x se mini vzdalenost blizsi hrany svazku. Stfed svazku je o 1,5 mm dél od hrany.
Duvodem bylo sladéni s experimenty a zachovani statistiky nabiranych dat.

7. grafu vyplyvaji dvé skutecnosti. Za prvé, s rostouci vzdélenosti castice od hrany
tycinky klesé pocet fotonu, které dorazi na konec svétlovodu (k fotondsobici) v téze tycince,

pricemz od 4 mm se tento pokles zastavi. Za druhé, nejvétsi podil parazitnich fotontu z
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Obrézek 5.2: Opticky prusak mezi ty¢inkami v rdmci téze fady v blizkosti hrany tycinky:
(a) vizualizace v ndstroji Geant4, (b) relativni piispévek parazitnich fotonu z tycinky 1A

v ty¢ince 1B (prevzato z [31]).

predchozi tycinky nastavé ve vzdélenosti 3 mm od hrany detektoru (stted svaku 4,5 mm
od hrany). Poté s rostouci vzdalenosti jejich podil klesd, protoze prechazeji az do dalsich
tycinek v radé. Z obrazku je také patrné, ze nejvétsi pocet fotonu se dostane k fotonasobici,
pokud se trajektorie ¢astice nachazi v blizkosti hrany tycinky (zelena kiivka v grafu).

K optickému prisaku ¢astecné dochézi i na druhé strané tycinek. V oddélovacim sklicku
o tloustce 2,9 mm mezi tycéinkami a fotondsobicem ¢dst fotont prejde do prostoru, ktery
spadé po pixel fotondsobice priléhajici jedné ze sousednich tycinek. Tento opticky pieslech
zpusobuje registraci svételnych pulzu i do pixelu sousednich fad (kudy ¢éstice neprochézi).

Dusledkem obou optickych prusaku je chovani tycinek z hlediska vedeni svétla silné
provazané a to predevsim v ramci dané fady, jak je ukazano na ptikladu 1. fady v souhrnné
Tabulce 5.1 pro vzdalenost ¢astice 5 mm od hrany tycinek. Z tabulky je patrné, ze z 1000
emitovanych fotonu pouze 18-19 % fotonu vytvorenych tycinkou dopadne na odpovidajici
pixel fotondsobice. Ptiblizné 10 % fotontu ptijmou nésledujici dvé tycinky. Do ostatnich rad
proniknou 2-3 % fotonu. Zni¢eno nebo pohlceno je piiblizné 70-80 %vytvorenych fotonu.
Do detektoru se dostane priblizné 30 % emitovanych fotonu z tycéinek A, B a C, a 20 %
fotonu vytvorenych v tycince D. S ptiblizujici se vzdalenosti ¢astice k hrané tycinek stoupa
mnozstvi fotonu dopadajicich na pixel odpovidajici ty¢ince kde byly vyzareny, konkrétné

na hrané tycinky je to 29 % a pouze 5 % prechézi a zuzitkuje se v sousednich tycinkéch.
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Piiblizné 60 % fotonu je ztraceno. Z celkového poctu 1000 fotonu na tyc¢inku se jich
tedy k fotondsobici dostane 200-300 za kazdou tycinku v zasazené fadé a to zavislosti na
vzdalenosti trajektorie ¢astice od hrany detektoru ToF. V radach tycinek T3 a T4 bez
pridavného zkoseni je pocet ptijatych tycinek ptiblizné poloviéni, na fotonasobi¢ dostane

priblizné 100-150 fotonu na tycinku.

Tabulka 5.1: Pomérné zastoupeni fotonu vytvorenych v tycinkach fady T1 na pixelech
fotondsobice véetné znicenych (pohlcenych materidlem nebo opustivsich detektor). Hod-
noty jsou vztazeny k celkovému poctu ~ 1000 vytvorenych fotonu a pro vzdalenost ¢astice

5 mm od hrany detektoru ToF.

Tyc¢inka | P-1A | P-1B | P-1C | P-1D | Ostatni | Zni¢eno/Pohlceno
1A 19% ™% 3% 1% 3% 66%
1B 1% 18% % 3% 3% 68%
1C 0% 1% 19% % 2% 1%
1D 0% 0% 1% 19% 2% 78%

Vlivem ruzné dlouhych trajektorii fotonu pii jejich cesté tyc¢inkou k fotonasobici, které
budou blize diskutovany v dalsi ¢asti, a diky disperzi, se vysledny svételny pulz na druhém
konci tycinky v ¢ase natahne do 600 ps. Pro srovnani, prochazejici ¢astici trva necelych
108 ps nez projde celou fadou tycinek, tj. 27 ps na jednu tycinku. Prvni a nejvyznamnéjsi
cast tvoif fotony, které piichdzi v pifmém sméru. To se tyka fotont, jejichz Cerenkovsky
thel lezi v blizkosti referen¢niho 1hlu, tj. 48°+2°. Pti pohledu na Obrazek 3.6a na strané 26
je zitejmé, ze se jedna fotony s vinovymi délkami nad 200 nm.

Z casového hlediska ma geometrie tycinek dulezitou vlastnost kompenzace casového
rozposunuti vytvorenych fotonu vlivem rozdilnych ¢asu emise béhem pusobeni ¢astice, viz
Obrézek 5.3. Podle obrazku je mezi prvnimi emitovanymi fotony v tyc¢ince A a poslednimi
emitovanymi fotony v ty¢ince D casovy rozdil L/c. Aby prvni fotony byly od druhého
konce tycinky stejné vzdaleny jako fotony posledni a dosdhly fotonasobice ve stejny cas,

musi béhem této doby urazit drahu s. Cas potfebny k dosazeni této vzdalenosti je:

T:E:nLcosa7 (5.1)
c c
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kde a = 6,(300 nm) = 48° je referencni Cerenkoviiv tihel. Protoze podle (3.18) plati
cosa = 1/n, plyne odtud:
(5.2)

T=—,

L
C

coz je rovno dobé prichodu ¢éstice tycinkami. Casové rozdily ve vyzafovéni fotont jsou
tedy efektivné kompenzovany geometrii tyc¢inek. Vsechny tycinky v fadé tedy pienesou

vytvoreny svételny pulz ve stejném case do fotonasobice.

castice

Obréazek 5.3: Princip kompenzace casu emitovaného svételného pulzu v fadé tycinek pii

pruchodu primarni ¢astice.

5.2 Tvar a spektrum optického pulzu

Vlivem disperze a relativneé slozitého tvaru tyc¢inek se opticky signal nesiti tyc¢inkou trivialné
a dochézi k jeho natazeni v ¢ase. Podél trajektorie prolétavajici ¢éstice je Cerenkovovo
zéfeni emitovano ve tvaru kuzele s vrcholovym dhlem 6 = 26.()\) podle vztahu (3.18) a s
rovnomérnym rozdélenim thlu ¢ v roviné kolmé na trajektorii ¢éastice, viz definice thlu

na Obrazku 5.4 a zelenkava kiivka na Obrazku 5.5.

A 5]
/S o S .

castice

Obrazek 5.4: Definice sméru emise fotonu podél trajektorie ¢astice pomoci thla 6 a .
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Obrazek 5.5: Rozdéleni ihlu (a) ¢ a (b) 6 fotonu v misté jejich vzniku (ve vrcholu/vertexu)
v tyc¢inkach 1A, 1D, 3A a 3D, které se dostaly na fotokatodu fotondsobice. Vzdalenost

svazku protonu o energii 6,8 TeV byla 5 mm od okraju tycinek.

Vlivem geometrie ty¢inek se na fotokatodu fotonasobice dostanou pouze fotony vyzarené
pod urcitym thlem ¢ a s ruznou pravdépodobnosti, jak je vidét na Obrézku 5.5a. His-
togramy byly vytvoreny pro fotony vyzarené tyc¢inkami 3A a 3D bez tkosu a 1A a 1D
s tikosem, a za pouziti svazku protont (6,8 TeV) ve vzdalenosti 5 mm od kraje tycinek !.
Jsou odtud ziejmé dveé oblasti rozlozeni . Prvni, pozitivni ¢ast, odpovida smérum piimého
siteni fotonu ty¢inkou smérem k fotonasobi¢i. Druhd, negativni ¢ast, odpovidd smérum
Sifeni opaénym smérem (odtud oznacCeni pozitivni a negativni ¢ast). Fotony negativniho
smeéru se Sif{ smérem k hrané tycinky, kde se odrazi a smétuji k fotondsobici. Diky 5 mm
vzdalenosti od hrany se fotony tycinek A nedostanou k jejich hrandm a odrazi se az v
ty¢inkach B, jak bylo jiz diskutovano v predchozi ¢asti. Negativni ¢ast tyc¢inek A je tedy
tvofena fotony, které byly registrovany v pixelech pfiléhajicich k ty¢inkam B (ptrevazne), C
a D. Naopak, fotony vyzarené tycinkami D a jdouci ke hrané tycinek, opoustéji ToF a proto
témto tycinkam chybi negativni ¢ast v tihlovém rozlozeni ¢. Pro svazek prochazejici blizko
hrany tycinek se negativni ¢ast distribuce objevuje i u tyc¢inek D. Déle je z obrazku ziejmé,

ze dodatecné zkoseni u tycinek 1A a 1D zpusobuje navyseni fotonu emitovanych pod thly

1Je nutno vzit v potaz, ze se jednd o vzdélenost nejbliz&i strany étvercového profilu svazku jak je

vysvétleno na zacatku kapitoly.
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o~ +(1,2 —2,5) rad (v pozitivni ¢asti rozdéleni). Oproti tomu, rozdéleni hlu 6 fotonu,
které se dostaly na fotokatodu, viz Obrazek 5.5b, sleduje rozlozeni vlivem disperze indexu
lomu, jak je tomu na Obrazku 3.6a na strané 26.

Na nasledujicim Obrazku 5.6 jsou dva piiklady rozlozeni thli ¢ v zavislosti na dobé
prichodu fotonu na fotokatodu fotonasobice pro pixely P-3B a P-1B. Z obrazku je vidét,
ze Cerenkovsky pulz je siroky piiblizné 600 ps s tim, Ze vétsina z nich piichdz{ béhem
400 ps. Z Obrazku 5.6b je patrné navyseni poctu fotont na tycince 1B vlivem zkoseni,
které prichdzi s vétsim zpozdénim v ¢ase mezi 100-600 ps po prichodu prvnich (piimych)

fotonu.

Disperze v case, pixel P-3B Disperze v case, pixel P-1B
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Obrazek 5.6: Rozdéleni thlu ¢ v zavislosti na dobé ptichodu fotonu na fotokatodu fo-
tondsobice pro (a) pixel P-3B (fada tycinek bez tkosu), (b) pixel P-1B (s tkosem).
Vzdélenost svazku protonii o energii 6,8 TeV byla 5 mm od okraji tycinek. Cas At je

doba pruchodu tycinkou a je pocitany od prichodu prvniho fotonu na fotokatodu.

Vliv disperze skla SK-1300 je patrny predevsim z ¢asového rozlozeni prichodu fotont do
fotondsobice v zavislosti na jejich vinové délce, jak je vidét na Obrazku 5.7a na prikladu
ty¢inky 3A. Fotokatoda fotonasobice konvertuje dopadnuvsi fotony na fotoelektrony v
zévislosti na své kvantové tcinnosti. Je-li prumérnéd kvantova ucinnost priblizné 15 %
a kolekéni tucinnost 0,6, vytvori se v zasazenych ¢astech fotokatody ptiblizné 10-30 foto-
elektronu na jeden pixel. Presnéjsi odhad podava vystup ze simulace na Obrazku 5.7b, kde

je znazornén ¢asovy rozvoj vytvorenych fotoelektronu pro pixely tyc¢inek A a D z fad T1
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a T3. Ve vysvétlivkach k obrazku jsou také uvedeny odhady poctu vytvorenych fotoelek-
tronu. Ty¢inky s pridavnym zkosenim svym zvysSenym optickym prostupem zvysuji ¢etnost
vytvorenych fotoelektronu faktorem 1,7-1,8, coz se ptiznivé projevuje na zlepseni casového
rozliseni detektoru. Protoze vsak zkoseni zpusobuje snizeni §itky radidtoru tycinky, neni
mozné zkoseni provést ve vSech ctyrech fadach detektoru aniz by doslo ke zmenseni jeho
akceptacéniho okna.

Je nutné poznamenat, ze vysledky uvedené v této kapitole jsou zalozeny na vyzafovani
Cerenkovova zafeni samotnou primarni ¢dstici. Sekundarni ¢éstice, vzniklé ptisobenim
odlisnych fyzikédlnich procest na primarni ¢astici v materidlu tycinek, vyzaiuji dodatecné
Cerenkovovo zareni, které prispiva do celkové bilance poétu fotont. Tomuto tématu se

vénuje nasledujici kapitola.
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Obrazek 5.7: (a) Vliv disperze SK-1300 na dobé priletu fotonu na fotokatodu fotondsobice
(v piikladu tycinky 3A a pixelu P-3A), (b) casovy rozvoj poctu fotoelektronu registro-
vanych fotondsobicem s kvantovou c¢innosti dle [41] pro vybrané pixely. Vzdalenost svazku
protoni o energii 6,8 TeV byla 5 mm od okraju ty¢inek. Cas At je doba pruchodu ty¢inkou

a je pocitany od prichodu prvniho fotonu na fotokatodu.
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Kapitola 6

V1iv sekundarnich ¢astic na odezveée

detektoru ToF

V predchozi ¢asti bylo predpokladéno, ze prochézejici nabita castice ztraci energii pouze
procesem vyzaiovani Cerenkovova zéfeni. Protoze viechny tfi typy ¢astic LHC, SPS a DESY-
IT maji stejny elektricky naboj a 8 ~ 1 u vSech, je jejich odezva v tomto sméru stejné.
Béhem pruchodu materidlem ¢astice podstupuji hned nékolik fyzikalnich interakei, které
zpusobuji ztratu jejich kinetické energie. Muze dochézet k ionizaci materidlu (tj. uvolnéni
elektront z valen¢éntho pésu molekul), k vyvolani brzdného zéafeni (bremsstrahlung) ve
formé gama zareni, které muze zpétné podstoupit fotoelektricky jev nebo Comptontuv roz-
ptyl s uvolnénim dalsich elektronu apod. Pti téchto procesech vznikaji sprsky sekundérnich
castic, které, pokud jsou nabité a maji dostatecnou kinetickou energii, mohou samy vyzatrovat
Cerenkovovo zafeni.

Vlivem sekundarnich c¢astice se skupina ToF zacala intenzivnéji zabyvat od roku 2018,
kdy se kvuli dlouhodobé odstavce urychlovace SPS v CERNu presunula métreni do la-
boratoti DESY u Hamburku, kde je v provozu synchrotron DESY-II produkujici svazek
elektront o energiich 1-8 GeV [43]. Nékteré vysledky téchto studii byly publikovany v [20]

a v této kapitole jsou uvedeny v rozsitenéjsi podobeé.

Na Obrazku 6.1 je zobrazen piiklad pruchodu elektronu o energii 5 GeV tyc¢inkami de-

tektoru ToF s viditelnymi trajektoriemi vzniklych sekundarnich ¢astic. Mira kontaminace

Cerenkovovym zarenim zpusobené sekundarnimi ¢asticemi zavisi na vysi energetickych
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Obrazek 6.1: Vizualizace pruchodu elektronu o energii 5 GeV tycinkami detektoru ToF s

viditelnymi trajektoriemi vzniklych sekundarnich céstic.

ztrat primarni ¢astice svazku v materialu a ta je zavisla na typu a energii prochazejici
primarni castice. Da se ocekavat, ze lehké elektrony svazku DESY-II budou v materialu
tyc¢inek produkovat bohatsi sprsky sekundarnich ¢astic, které vyznamné ovlivni celkovou
bilanci po¢tu fotonu, které dopadnou na fotokatodu fotondsobice po projiti ty¢inkami.

Rozdéleni energetickych ztrat pro vSechny tii typy svazku je zobrazeno na Obrazku 6.2a.
Odtud je zfejmé, ze elektrony svazku DESY-II vykazuji vyrazné vyssi ztraty své energie
oproti LHC a SPS, a se zvySenou pravdépodobnosti (pfiblizné 10/2000=0.5 %) jsou za-
chyceny v ty¢inkdch. Ztraty ¢astic svazku LHC a SPS jsou nanejvys do 500 MeV, pficemz
vétsinou se jedna o hodnoty 50 MeV a nizsi, Obrazek 6.2b. Jak vyplyvéa z Tabulky 3.2 na
strané 26, ztraty v dusledku vyzarovéni Cerenkovova zéieni tvoif pouze zlomek celkovych
ztrat v materialu tycinek.

Vlivem energetickych ztrat klesa celkova hybnost primarni ¢astice a dochazi k jejimu
odchyleni od puvodniho sméru. Ta je v ptipadé svazku LHC v jednotkach mikroradianu,
jak naznacuje Obréazek 6.3a. Vezmeme-li typickou hodnotu vychyleni 1 urad, bude to na
vzdélenosti 12 m mezi blizkymi a vzdalenéjsimi stanicemi AFP, Obrazek 2.3, znamenat
posun o 12 um, coz je o fad vyssi hodnota nez je rozliseni detektoru SiT, které je 2,8 pum.
To je jeden z duvodu, pro¢ nebyly detektory ToF instalovany v blizkych stanicich.

V pripadé testovaciho svazku SPS je dulezité znat tihlovou disperzi odchozich primarnich
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Obrézek 6.2: (a) Energetické ztraty ¢astic svazku LHC (proton, 6,8 TeV), SPS (7", 120
GeV) a DESY-II (e~, 5 GeV) v jedné tadé tycinek detektoru ToF, (b) detail ztrat pro
LHC a SPS.

¢astic z duvodu nasledné detekce referenénimi trigrovacimi detektory SiPM, které jsou
vzdaleny od detektoru az o 30 cm po svazku. Ty jsou mimo jiné pouzivany k ovérovani
ucinnosti detekce detektoru ToF. Na svazku SPS je rozptyl az o dva fady vyssi nez pro
LHC, do 250 urad, typicky 60 urad, Obrazek 6.3b. Ptesto je to dostatecné malo na to,
aby se tim ovlivnila méfeni ucinnosti detektoru ToF, pro které byla hrani¢ni hodnota
stanovena na 200 urad v roviné referencnich detektorii.!

Uhlové disperze odchozich primarnich elektront svazku DESY-II je oproti svazku SPS
jesté o dalsi tad vyssi az do 10 mrad a typicky 2 mrad, Obréazek 6.3c. Tento fakt komplikoval
instalaci detektoru na testovacich méfenich v DESY, nebot bylo nutné minimalizovat
vzdalenost referencnich detektoru od detektoru ToF. V typické vzdélenosti 30 cm je rozptyl
v pruméru 0,6 mm a ¢asto vyssi (do 3 mm), coz bylo nepfijatelné. V minimalni mozné
vzdalenosti 70 mm je odchylka 0,14 mm, ale ¢asto az 0,7 mm.

V néasledujicim je uveden detailnéjsi pohled na vliv sekundarnich ¢astic pro jednotlivé

urychlovace zv14st.

'Hodnoté 200 urad odpovidd odchylka 60 ym na 30 cm, coz byla typicks vzdélenost detektorii SiPM

od ToF. Pfesnost instalace téchto detektoru nebyla lepsi nez 0,1 mm.
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Obrézek 6.3: Uhlové disperze primarnich ¢dstic vlivem interakef v materidlovém prostiedi
detektoru ToF vyjadieno thlem odchyleni od nomindlni trajektorie. Histogramy jsou
vytoreny postupné pro (a) primarni ¢astice protonu o energii 6,8 TeV svazku LHC, (b))
primdrni ¢éastice 7" o energii 120 GeV svazku SPS, a (¢) primarn{ ¢éstice elektronu o

energii 5 GeV svazku DESY-II.

6.1 Sekundarni c¢astice vzniklé prichodem protonu

6.8 TeV

Proton svazku LHC o celkové energii 6,8 TeV vykazuje energetické ztraty do 500 MeV,
viz. Obrazek 6.2b. Blizsi rozbor simulace ukazuje, ze jsou tyto ztraty zpusobeny ioni-
zaci elektronu vazanych v materidlu skla SK-1300. Ionizaci ziskaji elektrony kinetickou
energii a postupuji materidlem. Tyto elektrony tvoii prvni generaci sekundarnich ¢éstic.
Obrazek 6.4a ukazuje statistické rozdéleni pocatecni kinetické energie téchto uvolnénych
elektront. Vytéznost sekundéarnich elektront prvni generace je v pruméru dN, /dz=24 mm .
Tyto volné elektrony samy interaguji s materidlem. Ionizaci zpusobuji uvolnéni dalsich
elektronti z materidlu nebo procesem brzdného zareni (bremsstrahlung) emituji fotony
gama zafeni (oboji tvorf ¢dstice druhé generace). Ty bud na zdkladé fotoelektrického jevu
nebo Comptonova rozptylu uvolnuji dalsi elektrony, které mohou podstoupit zminéné pro-
cesy a vytvorit sekundarni castice vyssSich generaci. Vysledkem je sprska energetickych
castic, kterd se sifi tyc¢inkami detektoru ToF. Rozlozeni energii sekundéarnich castic od

druhé generace a vyse je na Obrazku 6.4b a jejich vytéznost vzhledem k trajektorii primarni

castice je souhrnné uvedena v Tabulce 6.1.
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sekundarni éastice prvni generace sekundarni ¢astice druhé a vys$i generace

e (fotoelektricky jev)

/ y (bremsstrahlung)
l/ e (ionizace)
/ l/ e (ionizace)

(@) (b)

Obrazek 6.4: (a) Rozdéleni kinetické energie elektronu uvolnénych interakcei primdrni
¢astice protonu o energii 6,8 TeV s materidlem kiemenného skla jedné rady tycinek (prvni
generace sekunddrnich ¢astic), (b) rozdéleni kinetické energie sekundarnich c¢astic druhé
a vySsi generace, které nasledné vznikly interakci sekundarnich elektronu prvni generace

se stejnym prostredim.

Podle vystupu z predchozi kapitoly, viz téz Obrazek 3.6b na strané 26, elektrony o
celkové energii 0,690 MeV a vyssi, tj. o kinetické energii 0,179 MeV a vyssi, vyzatuji
Cerenkovo zéfeni. To tvoii dodateény pifspévek do celkové bilance vytvofenych fotont,
které doputuji do fotonasobice. V Tabulce 6.1 je uvedena vytéznost téchto elektronu s
procentualnim zastoupenim vzhledem k celkovému poctu dané generaci. Odtud je ziejmé,
ze dodatecné Cerenkovo zéieni je tvofeno pievézné elektrony prvni generace. Vytéznost
dodatecnych fotonu je priblizné 130 na jednu tyéinku, to je 11 % z celkové vytvorenych
fotonu. Na fotokatodu se dostane priblizné 20 fotont na ty¢inku (7 % z celkového poctu).
To odpovida priblizné tfem dodatecéné vytvorenym fotoelektronum.

Na Obrazku 6.5a je detailnéjsi pohled na hlovém rozlozeni sméru vyzéarenych fotonu
vzhledem ke sméru $iteni primarni ¢astice. Rozlozeni fotonu vyzarenych primarni ¢astici
(¢ervené) sleduje profil podle Obrazku 3.6a (strana 26) a 5.5b (strana 36). V piipadé fo-
tont vyzarenych sekundarnimi ¢dsticemi je distribuce mnohem girsi (svétle modie), coz na-
znacuje, ze sekundarni castice se §ifi v rozliénych smérech. Geometrii tycinek jsou nékteré

smeéry dale potlaceny a na fotokatodu se svétlo z nékterych smértu nedostane, konkrétné v
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Tabulka 6.1: Druhy sekundarnich ¢éastic vzniklych pruchodem protonu o celkové energii
6,8 TeV materidlem SK-1300 a jejich vytéznost vzhledem k trajektorii primarni ¢astice.
Zv14st je uvedena vytéznost téch castic (elektronu), které maji kinetickou energii do-

statec¢nou k vyvolani Cerenkovova zareni.

Druh ¢éastice | Proces vzniku | Pusobici ¢astice | Vytéznost dN/dx

Proni generace:

1

e ionizace proton 24 mm~™

e” (Ex > 0,179 MeV) | 3,4 mm™! (14 %)

Druhd a vyssi generace:

e ionizace e 11 mm~!

v bremsstrahlung e 0,02 mm~*
e fotoel. jev ol 0,02 mm™*
e Comptontv rozptyl ol 0,008 mm~!

e~ (Ey > 0,179 MeV) | 0,17 mm~ (1,5 %)

oblasti nad 2,6 rad (150°) jak ukazuje syté modie zbarvend distribuce.
Na Obréazku 6.5b je podrobnéji zndzornéno srovnani prispévku primérni c¢astici a sekundarnich
¢astic v ramci rozlozeni vytvotenych fotoelektronu v case. Srovnani je provedeno pro pi-
xely P-2A a P-2D druhé tady tycinek s tkosem. S postupujici a rozvijejici se sprskou se
da ocekavat vétsi relativni prispévek sekundéarnich ¢astic v zadni tycince 2D oproti tycince
2A. Ten je ptiblizné 1,3 (2D/2A), coz je nizsi narust oproti ptipadu s primdarni ¢éstici s

navysenim 1,5.
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Uhlove rozlozeni smeru emitovanych fotonu (LHC)
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Obrazek 6.5: (a) Uhlové rozlozeni sméri §ifenf fotontt vyzafovanych protony svazku LHC
o energii 6,8 TeV v jedné fadé tyc¢inek ToF s prispévkem sekundérnich ¢astic, (b) rozlozeni
poctu fotoelektronu na pixelech P-2A a P-2D s rozliSenim prispévku priméarni castice
a sekundarnich castic. Pro vypocet byl pouzit model fotonasobice s kvantovou uc¢innosti

dle [41] a kolektivni i¢innosti 0,6.

6.2 Sekundarni c¢astice vzniklé prichodem pioni o

energii 120 GeV

Studium vlivu sekundarnich ¢astic v dusledku prichodu svazku pionu urychlovace SPS
meélo své opodstatnéni pri testovacich mérenich. V téchto méfeni se mimo jiné porovnavala
ucinnost detekce detektorem ToF vzhledem k referenénim detektortim SiPM [17]. Pfipadné
veétsi disperze svazku vlivem detektoru by se projevila na umélém snizeni i¢innosti detekce.
Vzhledem k tomu, ze spektrum energetickych ztrat na SPS je podobné jako v piipadé
LHC, viz Obrazek 6.2b, da se oc¢ekavat podobné zastoupeni fyzikalnich procesu, které
se uplatnuji pii tvorbé sprsek sekundarnich c¢astic, stejné jako struktura struktura téchto
sprsek. Jak naznacuje Obrazek 6.6a je rozdéleni energii sekundéarnich ¢astic prvni gene-
race (elektronu) podobné jako v piipadé LHC, zastoupeni vyssich energii je vSak nizsi.
Tyto elektrony podstupuji stejné fyzikalni procesy, viz Obrazek 6.6b. Za povsimnuti stoji
potlacena tvorba sekundéarnich elektront Comptonovym rozptylem nad 1 MeV.

Vytéznosti sekundarnich ¢astic vzhledem k trajektorii primérni ¢astice je v Tabulce 6.2
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a jsou srovnatelné s hodnotami pro svazek LHC. Tomu odpovidd i podobna vytéznost
Cerenkovskych fotonti: 125 fotont vytvorenych v kazdé tycince a 23 fotont dopadajicich
na fotokatodu fotonasobice. Distribuce sméru emitovanych fotonu sekundarnich c¢astic,
Obrazek 6.7a, v podstaté kopiruje vysledky pro svazek LHC. Stejné tak je tomu v pripadé
odhadovaného rozdéleni poctu fotoelektronu v case podle Obrazku 6.7b. Z tohoto duvodu
se da ocekavat, ze odezva detektoru ToF na svazku SPS je stejna jako na svazku LHC,
a tudiz, ze experimentalni ovéfovaci méreni na SPS jsou dostatecné relevantni pro vyvoj

detektoru ToF.

Energie sekundarnich castic vzniklych v ToF (SPS) Energie sekundarnich castic vznikich v ToF (SPS)
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Obrazek 6.6: (a) Rozdéleni kinetické energie elektronu uvolnénych interakcei primdrni
castice 1 o energii 120 GeV s materidlem kifemenného skla jedné rady tycinek (prvn{
generace sekunddrnich ¢astic), (b) rozdéleni kinetické energie sekundarnich castic druhé
a vysSSi generace, které nasledné vznikly interakei sekundarnich elektronu prvni generace

se stejnym prostredim.
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Tabulka 6.2: Druhy sekunddrnich ¢éstic vzniklych pruchodem 7" o celkové energii 120 GeV
materidlem SK-1300 a jejich vytéznost vzhledem k trajektorii primdrni ¢astice. ZvI4st je
uvedena vytéznost téch ¢astic (elektronu), které maji kinetickou energii dostatecnou k

vyvolani Cerenkovova zareni.

Druh castice | Proces vzniku | Puasobici ¢astice | Vytéznost dN/dx

Proni generace:

e ionizace ot 24 mm™!

e” (Ex > 0,179 MeV) | 3,1 mm™! (13 %)

Druhd a vyssi generace:

e ionizace e 11 mm™!

vy bremsstrahlung e 0,02 mm~!
e fotoel. jev ol 0,02 mm~!
e Comptonuv rozptyl v 0,004 mm™!

e (B, > 0,179 MeV) | 0,14 mm™~! (1,2 %)

Uhlove rozlozeni smeru emitovanych fotonu (SPS)
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Obrézek 6.7: (a) Uhlové rozlozeni smért sifeni fotont vyzafovanych casticemi mt svazku
SPS o energii 120 GeV v jedné tadé tycinek ToF s piispévkem sekundarnich ¢astic, (b)
rozlozeni poctu fotoelektronu na pixelech P-2A a P-2D s rozlisSenim prispévku primarni
castice a sekundarnich c¢astic. Pro vypocet byl pouzit model fotondsobice s kvantovou

ucinnosti dle [41] a kolektivni i¢innosti 0,6.
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6.3 Sekundarni castice vzniklé priuchodem elektronu

5 GeV

V pripadé elektronu o energiich v jednotkach GeV je vysledny vliv sekundéarnich ¢astic
odlisny oproti obéma predchozim pripadum. Elektrony intenzivné interaguji se svymi
protéjsky vazanymi v materidlu a vysledkem jsou znacné energetické ztraty, jak ukazuje
Obréazek 6.2a. Ty se pretavi ve tvorbu sprsek bohatych na druhotné ¢astice a v koneéném
diisledku i na fotony Cerenkovova zéfeni, které registruje fotonsobic.

Energie sekundarnich castic vzniklych v ToF (DESY-II) Energie sekundarnich castic vzniklych v ToF (DESY-II)
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Obrazek 6.8: (a) Rozdéleni kinetické energie elektront a fotont gama uvolnénych interakef
priméarni céstice elektronu o energii 5 GeV s materidlem kifemenného skla jedné rady
ty¢inek (prvni generace sekundérnich ¢astic), (b) rozdéleni kinetické energie sekundérnich
castic druhé a vyssi generace, které nasledné vznikly interakcei sekundarnich ¢astic prvni

generace se stejnym prostiedim.

Béhem priuchodu materialem SK-1300 podléha primarni ¢astice elektronu dvéma pro-
cesum: ionizaci, pii které dochéazi k uvolnéni elektronu vazanych v materidlu, a brzdnému
zéreni, pii némz se tvoii fotony (zdreni gama). Jak je ukdzano na Obrazku 6.8a, fotony
gama zafeni se tvoii v Sirokém spektru energii az do 5 GeV, pii které ztrati primarni
castice veskerou kinetickou energii a je zachycena materialem. Jejich vytéznost je priblizné
0,12 mm~! pocitano k trajektorii primérni éastice. Ionizace probihd pievazné pii energiich

pod 100 MeV. Vytéznost ionizovanych elektronii je okolo 23 mm™!, je tedy o dva ifady
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Tabulka 6.3: Druhy sekundérnich ¢astic vzniklych pruchodem e~ o celkové energii 5 GeV
materidlem SK-1300 a jejich vytéznost vzhledem k trajektorii primédrni ¢dstice. Zvlast
je uvedena vytéznost téch c¢dstic (e” a e™), které maji kinetickou energii dostatecnou

k vyvolani Cerenkovova zareni.

Druh ¢éastice | Proces vzniku | Pusobici ¢astice | Vytéznost dN/dx

Proni generace:

1

e lonizace e 23 mm~™

1

~ bremsstrahlung e 0,1 mm~™

e (B, > 0,179 MeV) | 3,1 mm~*! (13 %)

Druhd a vyssi generace:

e ionizace e 16 mm™!
e gama konverze ol 1 mm™!
et gama konverze ol 1 mm™!
e Comptonuv rozptyl ~y 0,5 mm~!
ol bremsstrahlung e 0,04 mm~*
e fotoel. jev v 0,03 mm~*
ol anihilace et 0,001 mm™~!

e~ (E, > 0,179 MeV) 2 mm~t (12 %)
et (B, > 0,179 MeV) | 1 mm~" (100 %)

vysSi nez v pripadé tvorby fotonu brzdnym zarenim.

Tyto sekundérni ¢astice prvni generace nasledné interakci s tymz materidlem v tycinkéach
vytvari dalsi ¢astice druhé generace atd. Na rozdil od predchozich ptipadu se ve sprskach
nachézi gama fotony o vysokych energiich az do 5 GeV. Tyto fotony podléhaji v pritomnosti
atomovych jader materialu procesu gama-konverze nebo-li procesu produkce paru elektron-
pozitron. Rozlozeni energie sekundarnich ¢éastic druhé a vyssi generace je na Obrazku 6.8b
podle procesu pii kterych vznikly. Jejich vytéznost vzhledem k trajektorii primarni ¢astice
je uvedena v Tabulce 6.3.

Celkove se ve sprskach vytvori priblizné 1100 fotonu, tj. v pruméru 275 fotonu na

tycinku (22 % z celkového poétu). Z nich do fotondsobice dorazi 235 (16 %). Z rozlozeni
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smeéru vyzarovani fotonu primarnimi ¢asticemi, ¢erveny histogram Obrazek 6.9a, je zfejmé,
ze nemalo vychylujicich se primérnich elektronu zpusobuji rozsiteni rozlozeni podélného
smeéru vyzafovani Cerenkovovych fotont. Rozlozeni poétu vytvofenych fotoelektroni v
case je na Obrazku 6.9b. Odtud je zfejmé, Ze na pixelech tyc¢inek A tvoii fotoelektrony,
majici puvod v sekundarnich sprskdch, 15 % celkové bilance. Na pixelech poslednich
tycinek D tvoii tyto fotoelektrony témér tietinu (32 %) celkové bilance. Zaroven jejich

pocet vykazuje vysoké fluktuace.

Uhlove rozlozeni smeru emitovanych fotonu (DESY-I)
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Obrézek 6.9: (a) Uhlové rozlozeni smért §ffeni fotonti vyzafovanych elektrony svazku

DESY-II o energii 5 GeV v jedné tadé tycinek ToF s prispévkem sekundérnich ¢astic, (b)

rozlozeni poctu fotoelektronu na pixelech P-2A a P-2D s rozliSenim ptispévku primarni

¢astice a sekundarnich castic. Pro vypocet byl pouzit model fotonasobice s kvantovou

ucinnosti dle [41] a kolektivni u¢innosti 0,6.

20



Kapitola 7

Simulace odezvy fotonasobice

Konecnym pozadovanym vystupem simulace detektoru ToF v nastroji Geant4 byl kvali-
fikovany odhad poctu fotoelektronu, které se vytvoii na zakladé interakce prochazejicich
¢astic, jejichz cas pruchodu je cilem stanovit, v materidlu tycinek optické ¢asti detektoru.
Komplexni pistup umoziuje zjistit riizné aspekty siteni Cerenkovova zéfen{ v celé optické
¢asti véetné vlivu oddélovaciho sklicka mezi tycinkami a fotonasobicem.

Pri feseni uprav fotonasobicu také doslo na modelovani jejich odezvy na ptichozi fo-
toelektrony v case. Tato tématika byla poprvé blize zpracovdna v [22] a rozpracovana
v [17]. Jadrem téchto studif je model fotondsobice v podobé jeho dostateéné komplexniho
nahradniho elektrického schématu. Elektrické schéma bylo puvodné vytvoteno pro potieby
vyvoje nové zadni elektroniky samotného fotondsobice miniPLANACON XPM85112 v
ramci Uprav pro kampan Run-3. Z duvodu vysoké luminozity svazku LHC v této kam-
pani bylo nutné upravit fotonasobice tak, aby byly schopné bézet na frekvenci 20 MHz
na jednu fadu tycinek bez vyznamného poklesu zesileni mikrokanalkovych desticek (déle
oznacenych zkratkou MCP z angl. Micro Channel Plate) fotondsobice [22]. Jednalo se o
optimalizaci stavajicich feseni, které meélo za 1ikol potlacit preslech mezi kanaly a prekmity

ve vystupnich signalech.
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Obrazek 7.1: Ukazky z konstrukce prototypu upraveného fotonasobice miniPLANACON
XPM85112: (a) plosny spoj napéjeni s ¢ernym vstupnim blokem vysokého napéti a ¢tyimi
niklovymi zemnicimi paskami, (b) anodovy plosny spoj se samic¢imi konektory MMCX, (c)
pohled na sestaveny prototyp, (d) koaxidlni jednokandlovy predzesilova¢ PA-a se saméim

konektorem MMCX.

7.1 Fotonasobice pro kampan Run-3

Ve spolupraci se spole¢nosti Photonis, Inc. pracovisté SLO provedlo navrh uprav fo-
tondsobice [17]. Na zdkladé vytvoreni ndhradniho modelu fotondsobice a naslednych si-
mulaci na nasem pracovisti byl navrzen novy plosny spoj (PCB, z angl. Printed Circuit
Board) napéjeni a navrzeno nové teseni pripojeni tohoto PCB k obnazenému télu fo-
tondsobice pomoci Sirokych pdsku z niklové félie o tloustce 50 um, Obrizek 7.1a. Toto
feSeni vede k vyraznému snizeni indukénosti propojeni PCB a elektrod MCP a diky tomu
i ke snizeni urovné preslechu mezi jednotlivymi kanaly. Sou¢asti zmén bylo také nové
rozhrani analogovych vystupu pixelu fotonasobice ve formé samicich konektori MMCX,
Obrazek 7.1b,c. Toto feseni umoznilo pfimé napojeni prvniho stupné zesilovacu PA-a, viz
téz schéma na Obrazku 2.8 na strané 12, které byly navrzeny ve formé koaxialniho kabelu
se zesilovacem na jednom konci pfiléhajicimu k fotondsobici, Obrazek 7.1d *.

Na zékladé téchto uprav spolecnost Photonis, Inc. vyrobila celkem cCtyti fotonasobice

pro kampan Run- 3: S/N 9002196 (dale oznacen jako #2196, odpor MCP 44 MQ), S/N

1Signdlové vedeni od anody fotondsobi¢e k prvnimu stupni zesilovace, véetné samotného konektoru, je
velmi nachylné na indukovani ruSeni vnéjsim elektromagnetickym polem, coz se negativné projevuje na
casovém rozliseni detektoru. Zarazeni predzesilovace piimo za fotondsobi¢ pres kvalitné stinény konektor

bylo nezbytnym cilem uprav.
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9002199 (#2199, 35 M), S/N 9002200 (#2200, 27 MQ) a S/N 9002201 (#2201, 55 MQ) 2.
Prvni dva fotondsobice (#2196 a #2199) byly vyrobeny se standardni anodovou mezerou
2,9 mm a zbylé dva se snizenou mezerou 0,6 mm. Oproti predchozim byly mikrokanalkové
desticky novych fotonasobic¢u opatieny tenkou vrstvou ochranného povlaku pomoci tech-
nologie ALD ke zvyseni zivotnosti [44]. S ohledem na nizsi hodnotu odporu MCP byly pro
instalaci na LHC pouzity fotonasobice #2199 a #2200. Fotonasobi¢ #2196 je primarné
urcen jako nahradni fotodetektor a #2201 je uvazovan pro dalsi radiacni testy. Blizsi

informace k fotondsobi¢um stejné jako k vysledkum jejich ovérovéni jsou v [22, 30].

7.2 Model fotonasobice

7.2.1 Nahradni elektrické schéma

Na Obrazku 7.2 je znazornéno nahradni elektrické schéma upravenych fotonasobi¢u mini-
Planacon XPM85112 spolecné s prvnim zesilovacim stupném (PA-a) [17]. Schéma obsa-
huje impedance redlnych elektrickych prvku (¢erné) a parazitnich prvkua (Sedé). Vzhledem
k tomu, ze fotonasobi¢ je technicky vzato proudovy zdroj, slouzi PA-a jako méni¢ proudu
na napéti. K tomu je urcen zatézovy (anodovy) odpor R, = 50 2 na strané PA-a. Vnitin{
vstupni impedance Z; ma také hodnotu 50 2 a je v paralelnim zapojeni s R,. Celkova
zatéz je tedy priblizné Z; = 25 Q (pokud zanedbame vliv vstupni kapacity zesilovace
C; = 0,7 pF)3.

Hodnoty parazitnich impedanci byly odhadnuty pfimym vypoctem na zakladé geomet-
rickych a materialovych specifikaci. Uvedené ndhradni elektrické schéma bylo zapracovano
do modelovaciho néstroje LtSPICE [45]. Pomoci tohoto néstroje byl sledovan vliv jednot-
livych parazitnich impedanci na amplitudu vystupniho signalu pro jednotkovy referencni
vstup na vystupu z MCP. Parazitni impedance, které vyznamné ovliviiuji tvar a vysku

vystupniho signalu, jsou uvedeny v Tabulce 7.1 spolu s jejich jmenovitymi hodnotami,

2V puvodnim zadani bylo vyrobit fotondsobi¢e s odporem MCP do 20 MS) s ohledem na rychlejsi
docerpani odchoziho naboje z mikrokanalku. Spole¢nosti Photonis se vSak z technologickych duvodu ne-

podafilo splnit tento pozadavek a navic byl rozptyl odporu MCP dosti znacény.
3Vstupni impedance PA-a mirné zavisi na frekvenci. Uvedens stiedni hodnota je uréena s nejistotou

+5 % v okoli jmenovité hodnoty.
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Obrazek 7.2: Néhradni elektrické schéma fotondsobice miniPlanacon XPM85112 (jeden
kandl) véetné prvniho predzesilovactho stupné PA-a. Sedou barvou jsou oznaceny parazitni
impedance, cernou barvou realné elektrické prvky. Zy, je celkova zatézova impedance pro

jeden anodovy vystup fotondsobice. Pievzato z [17].

rozsahem realisticky moznych hodnot, a vlivu na vystupni signal z PA-a. Zbylé parazitni
impedance v modelu maji nepatrny vliv na tvar vystupniho signalu, protoze nejsou piimo
soucasti signalové cesty.

Uvedeny obvod se chova jako dolnofrekvencéni propust, jak je ukdzano na Obréazku 7.3a.
Mezni frekvence je zavisla na velikosti anodové mezery. V pripadé fotonasobicu #2196
a #2199 se standardni mezerou ma hodnotu 2,5 GHz. U fotondsobicu #2200 a #2201 se

snizenou anodovou mezerou je hodnota mezni frekvence 2,2 GHz.

7.2.2 QOdezva fotonasobice

Pomoci nastroje LTspice byla studovana odezva fotondsobic¢u na prichozi fotoelektrony v
case [17]. V modelu byly pfitom pouzity nomindlni hodnoty impedanci podle Obrazku 7.2
a Tabulky 7.1. Sledovanym udajem bylo napéti na zatézi Z;. Mikrokanalkové desticky
byly modelovany jako proudové zdroje tvorici proudové impulzy v zavislosti na poctu
fotoelektronu v case ziskanych ze simulaci v Geant4. Pro nasledujici ukazky byly pouzity

pixely P-3A (s o¢ekdvanym nejslabsim vystupem) a P-2D (nejsilnéjsi vystup) fotondsobice
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Tabulka 7.1: Parazitni impedance, jejich odhadované jmenovité hodnoty a rozsahy
moznych hodnot (ostatni parazitni impedance na Obrazku 7.2 jsou povazovany za zndmé
s danou jmenovitou hodnotou). Korelace (kladnd) ¢i antikorelace (zdpornd) impedance
s hodnotou amplitudy signalu na vystupu z anody znaci, Ze s rostouci hodnotou impe-

dance roste ¢ klesd amplituda signélu (v jeji absolutni hodnoté).

Impedance | Jmenovitd hodnota | Dolni mez | Horni mez Vliv na amplitudu signalu
Cu 0.1 pF (2.9 mm)* - - antikorelace, pokles o 8% pti
0,5 pF (0,6 mm)* - - zméné od 0,1 do 0,5 pF
C; 0,7 pF 0,3pF 2,1 pF antikorelace, 7%?2
Cion 0,9 pF 0,2 pF 1 pF antikorelace, 3%?2
L, 2,5 nH 1,5 nH 9,5 nH korelace, 3%?2
L, 0,2 nH 0,05 nH 1,25 nH korelace, 6%
Lomp 2 nH 0,5 nH 3 nH korelace, 0,3%?2
L, 0,1 nH 0,05 nH 1,3 nH korelace, 1%?2
! Hodnota C,; zavisi na velikosti anodové mezery (2,9 mm pro #2196 a #2199, 0,6 mm pro#2200 a #2201),
2 Relativni zména amplitudy pfi zméné impedance z dolnf meze na horni mez.

#2200, viz Obrazek 7.3b. Pro vystup MCP byl navrzen vystup v podobé trojihelnikového
proudového pulzu o délce 7 = 175 ps podle Obrazku 7.4a. Zvolena délka pulzu piiblizné
odpovidd dobé mnozeni elektront v MCP [46]. Je-li N3 pocet fotoelektronii (které byly

vytvoreny v 25 ps dlouhém ¢asovém tseku), je amplituda proudového pulzu z MCP rovna

eNsliceGmc
I = 2% ve T (7.1)

T

kde ¢. je naboj elektronu a G, = G/n je zesileni MCP, G celkové zesileni fotonasobice
an = 0,6 je kolektivn{ i¢innost fotondsobice *. Jak postupné piichézi fotoelektrony v ¢ase,
vytvorii se na vystupu z MCP pilovity signdl, jak je tomu na Obrazku 7.4b pro fotonasobic
#2200 se zesilenim G = 2100, tj. G = 3500.

Diskrétni zmény vystupniho signalu lezi v oblasti nad 10 GHz a jsou tedy zadni elek-
tronikou fotondsobice potlaceny. Vysledny signal na vystupu z fotondsobice, konkrétné na
Z1, je na Obrazku 7.5 spolecné s odpovidajicim frekvenénim obrazem.

Plocha AL tvofend kiivkou napéti u(t) pulzu na anodové zatézi Z; (presnéji integral

4Detailngjsi diskuze k zesfleni MCP je v [17], kde je pouZito oznaceni Gspp.
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(a) (b)

Obrazek 7.3: (a) Frekvencéni odezva fotondsobi¢u miniPlanacon XPM85112, (b) ¢asovy

cvNv s

nejvyssi vytéznost fotoelektronu pouzitych pro modelovani odezvy fotonédsobice (pro sva-

zek LHC 6,8 TeV, 5 mm od kraje ty¢inek).

pulzu), je podle definice imérna celkovému néboji @ odéerpanému z MCP pii vytvoreni
pulzu:

B oo‘ _i 00 :L .
Q—/O z(t)dt—ZL i u(t)dt A, (7.2)

kde i(t) je proud pies anodovou zatéz. Je-li Nye = > Nii celkovy pocet fotoelektront
na vstupu MCP, je celkovy nédboj vytvoreny v MCP roven @) = qeNpeGep. Dosazenim
do (7.2) vyplyva nasledujici pfimd tmeéra mezi plochou vystupniho signédlu a celkovym

poctem fotoelektront na vstupu:
Aqu = qeGmcpZLNpe = pre . (73)

Za ptredpokladu, ze Z; se neméni, je konstanta imeérnosti p zavisla pouze na pouzitém
zesilen{ fotondsobice. Amplituda aX vystupniho signdlu silné koreluje s plochou signdlu [17],
tj. lze psdt AL = k,al. Konstanta k, méa rozmér ¢asu a jednd se o §fiku ekvivalentniho
(virtualniho) obdelnikového pulzu s vyskou rovnajici se amplitudé vystupniho pulzu a se
stejnym obsahem pteneseného elektrického naboje. Dosazenim do (7.3) lze dostat nasledujici

vztah mezi amplitudou vystupniho signalu a poc¢tem fotoelektronu na vstupu:

L _ QeZLG

a. 3 "L Npe = kNpe (7.4)
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(a) (b)

Obrazek 7.4: (a) Proudovy impuls vychézejici z MCP pro jeden ptichozi fotoelektron, (b)
celkovy proudovy signal z MCP pro fotonasobi¢ #2200 se zesilenim 2100 pro vstupy na
P-3A a P-2D podle Obrézku 7.3b.

kde konstanta k je v jednotkach [V /p.e.] a lze ji povazovat za vytéznost vystupni amplitudy
na jeden vstupni fotoelektron.

Podle definice p = kgk, kde k, zavisi na tvaru pulzu. Tim jak je postupné veden vycitaci
elektronikou, se signalovy pulz natahuje v case. Amplituda pulzu klesa pri zachovani své
plochy (nepoc¢itame-li samotné zesileni v predzesilovacich). Nasledkem toho ks roste pii
konstantnim p. Proto je potfeba pii odhadu poctu fotoelektronu z namérenych pulzu
pocitat s plochou signalu a nikoliv s jeho amplitudou. Hodnoty konstant k, ks a p byly
pro jednotlivé fotondsobice vy¢isleny na zakladé simulaci v [17]. Napiiklad pro fotondsobic
#2200 k = —45 pV/p.e., ks = 252 ps a p = —12 fWb/p.e. S ohledem na nejistoty hodnot
parazitnich impedanci a odhadovaného poctu fotoelektronu v ¢ase je nejistota v jejich
urceni ze simulaci 10 %.

Na zakladé predchoziho rozboru lze opa¢né odhadnout pocet fotoelektronu ze zna-
losti prubéhu vystupniho signalu. Je-li stfedni plocha méfeného signalu (A,), pak stfedni
hodnota poctu fotoelektronu vytvorenych ve fotondsobici je rovna [17]:

1 1

Npo) = ———
< p> QeZLGmcp ap

kde g = 1000 je celkové zesileni vyéitaci elektroniky (konkrétné PA-a a PA-b).

Na Obrazku 7.6 je priklad takového rozboru prevzatého z [17]. Tento rozbor byl prove-
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(a) (b)

Obrazek 7.5: Piiklad simulace odezvy fotonasobice #2200 pii zesileni 2100 na pixelech P-
3A a P-2D: (a) elektrické napéti na anodové zétézi Z, predzesilovace PA-a, (b) odpovidajici

spektralni hustota energie signalu.

den na zdkladé srovndvacich méfeni na lepenych a nelepenych tyc¢inkéach fady T2 (v testo-
vaci konfiguraci bez dodateéného tikosu). Obrazek 7.6a ukazuje priklad silné korelace mezi
amplitudou signalu a jeho plochou na pixelu tycinky 2C s ks = 0,507 ns. Obrazek 7.6b
pak ukauje srovnani simulace a dat na zakladé srovnani odhadovaného poctu fotoelektront
dané simulaci a experimentalné ziskanymi daty za pouziti rovnice (7.5). Na prvni pohled
simulace lehce podhodnocuje pocet fotoelektronu ve srovnani s daty, a to v pruméru o 2,6
fotoelektronu. Nicméné s ohledem na nejistoty v modelu a parametru nastaveni vypoctu
odhadu N, v rovnici (7.5) je shoda dostatecna.

Vérohodnost predpovédi vystupu fotonasobice detektoru ToF pomoci ndhradniho elek-
trického schématu podle Obrazku 7.2 je do znacné miry zavisla na jeho komplexité a na
spravném odhadu hodnot vsSech jeho prvku, predevsim parazitnich impedanci. Model
byl béhem vyvoje detektoru ToF nékolikrat zptesnovan na zakladé experimentalnich dat
z urychlovace SPS, jako napiiklad zminénd méfeni z roku 2021, a dat z laboratornich
méteni na laseru. V druhém ptipadé byla velmi ptinosnd méfeni na jedno-fotoelektronovych
urovnich [32, 22] za pouziti pikosekundového laseru na vinové délce 405 nm. Srovnéni si-
mulace s daty na urychlovadi je zatizeno dodatecnou nejistotou a to z duvodu neznamé

kvantové ucinnosti fotonasobic¢e na vinovych délkach pod 200 nm, kde je vyssi vytéznost
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Obrazek 7.6: Vysledky z testovacich méfeni na svazku SPS v roce 2021 (pfevzato z [17]):
(a) ukédzka silné provazanosti amplitudy a plochy vystupniho signalu z detektoru ToF na
prikladu pixelu P-2C, (b) srovnani poctu fotoelektronu ze simulace a experimentalnich
dat. Vysledek byl ziskdan na zakladé meéreni na fotonasobicich #2196, #2199 a #2200 s

lepenymi a nelepenymi ty¢inkami fady T2 (bez tkosu).

fotonti Cerenkovova zafeni. Piesto studie odezvy fotondsobice byly podstatné pro celkové

pochopeni chovani detektoru ToF.
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Kapitola 8

~

Zaver

Projekt AFP zapocal béhem roku 2004 prvnimi studiemi a upfesnénim fyzikalniho pro-
gramu. V roce 2010 se rozbéhly préce na vyvoji hardwaru a pracovisté SLO se do pro-
jektu zapojilo o rok pozdéji. Nase prvni tkoly kopirovaly ty, kterym jsme se vénovali na
predchudci AFP a tim byl projekt ALFA. Zprvu se jednalo se vyluéné o tvorbu simula¢nich
ant4. Hlavni zodpovédnost za tuto ¢innost mél autor této prace. Model se béhem let
upresnoval a rozvijel na zakladé potieb, které vzesly z vysledku experimentalnich métreni
a z pozménovacich pozadavku na konstrukci detektoru.

Simulace nebyly jedinym zapojenim naseho pracovisté do projektu. Dalsim vyznamnym
prispévkem pracovisté SLO byl ndvrh a konstrukce unikatni optické c¢asti detektoru ToF.
To bylo umoznéno diky zkusenostem a vybaveni zdejsi optické dilny. Postupem casu jsme
se také zacali vénovat vyvoji ¢asti vycitaci elektroniky od konstrukci zadni elektroniky
fotondsobicu po oba stupné zesilovacu. NaSe cinnost nakonec pokryvala simulace, kon-
strukci detektoru a jeho instalaci na urychlovaci LHC. V ramci téchto ¢innosti pracovnici
a studenti pracovisté ziskali cenné zkuSenosti v oblasti hardwaru a softwaru. Téma AFP
pokrylo celkem ¢tyti bakalarské, tfi diplomové a dvé dizertaéni prace. Vysledky nasi préace
byly zvefejnény v 13 publikacich, na 16-ti pfispévcich na konferencich a 10-ti seminérich.
Ziskané znalosti jsou postupné zuzitkovany i v ostatnich projektech, na kterych se podili
pracovisté SLO.

Detektorum ToF se nevyhnuly problémy pii nasazeni béhem kapané Run-2 urychlovace
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LHC v letech 2015 — 2018. Ostry provoz urychlovace odhalil mnoho nedostatku, které
se neprojevily béhem testovacich métenich nebo nebyly predtim dostatecné zhodnoceny.
Predevsim se jednalo o problémy s fotonasobici, v té dobé v podobé standardniho reseni
nabizeného vyrobcem. Vysoka radiace a nevhodna konstrukce vedla k velkému poklesu je-
jich odezvy. To vedlo k vyznamnému poklesu t¢innosti, prestoze si detektor zachoval skvélé
rozliSeni 25 ps na jednu stanici, cemuz odpovidalo prostorové rozliseni 6 mm v interakénim
bodé detektoru ATLAS [33] '

Po téchto zkuSenostech byla konstrukce detektoru ToF prepracovéna. Lepené tycinky
byly po dokonceni vyvoje nového technologického postupu nahrazeny nelepenymi. Hlavni
pozornost se obratila na tupravy fotondsobi¢e a jeho pfreneseni mimo evakuovany pro-
stor detektoru AFP. Vsechny tyto zmény byly doprovazeny novymi simulacnimi studiemi
a vypocty. V soucasné dobé bézi detektory ToF spolu s ostatnimi ¢dstmi AFP v ramci
kampané Run-3. Ucinnost detektoru se podstatné zlepgila az na 60 % i pres zvySenou
intenzitu (luminozitu) svazku LHC.

V nésledujici kampani Run-4 se bude naddle zvysovat luminozita svazku LHC. Protoze
stavajici koncepce nebude vhodnda pro tyto intenzity, bude potfeba pracovat na novych
fesenich. NasSe skupina se planujeme zapojit do pfipravnych simulacnich studii a pokud
bude zvoleno feseni na béazi optiky, bude nasi snahou se zapojit i do vyvoje konstrukce

detektoru.

'Vnitini &asové rozlieni samotného detektoru bez vlivu vyéitaci elektroniky je 20-25 ps v rezimu
zesilen{ fotondsobi¢t v fadu 103 [17]. Pii optimalnim zesfleni v ¥adu 10* bylo dosazeno ¢asového rozlisent

14 ps [29].
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Design of Cherenkov bars for the optical part of

the time-of-flight detector in Geant4

L. Nozka,"" A. Brandt,” M. Rijssenbeek,3 T. Sykora,l’4 T. Hoffman,” J. Griffiths,” J.

Steffens,’ P. Hamal,' L. Chytka,1 and M. Hrabovsky1

'Regional Centre of Advanced Technologies and Materials, Joint Laboratory of Optics, Faculty of Science, Palacky
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2University of Texas, Arlington, USA
Stony Brook University, New York, USA

*Institute of Particle and Nuclear Physics, Faculty of Mathematics and Physics, Charles University in Prague, Czech
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Abstract: We present the results of studies devoted to the development and
optimization of the optical part of a high precision time-of-flight (TOF)
detector for the Large Hadron Collider (LHC). This work was motivated by
a proposal to use such a detector in conjunction with a silicon detector to
tag and measure protons from interactions of the typep+p = p + X + p,
where the two outgoing protons are scattered in the very forward directions.
The fast timing detector uses fused silica (quartz) bars that emit Cherenkov
radiation as a relativistic particle passes through and the emitted Cherenkov
photons are detected by, for instance, a micro-channel plate multi-anode
Photomultiplier Tube (MCP-PMT). Several possible designs are
implemented in Geant4 and studied for timing optimization as a function of
the arrival time, and the number of Cherenkov photons reaching the photo-
sensor.

©2014 Optical Society of America
OCIS codes: (120.4570) Optical design of instruments; (350.4990) Particles.
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1. Introduction

Precision timing is useful for many applications, ranging from Positron Electron Tomography
(PET) scans to particle physics (for example TORCH at LHCb [1]). For PET scans,
information about the time of the arriving photon pair helps improve the position resolution
by determining the locus of the electron-positron pair annihilation, while for high energy
physics, it has typically been used in conjunction with a momentum measurement to
determine the mass of the particle, which in turn defines the particle’s identity.

Timing detectors can be used as a part of the proton tagging detectors to decrease the
background to central exclusive production (CEP) events p + p — p + X + p where X stands
for the centrally produced system, which could consist of a pair of jets, a pair of intermediate
vector bosons (W + W-), or even a Higgs boson H [2, 3]. For the rare processes above, high
luminosity is required, which implies that multiple interactions take place in every proton
bunch crossing (pile-up). By using timing detectors on both sides of the interaction point, the
background is rejected from protons that do not originate from the same vertex as the central
system X. The time difference measurement to reduce pile-up was first proposed as an
upgrade of the CDF experiment at Fermilab [4, 5], but was not implemented. This idea was
then adopted by the joint ATLAS-CMS FP420 R&D collaboration for the LHC [6].

At high luminosity, the LHC environment places stringent demands on the timing
detectors: unprecedented resolution (~10 ps, equivalent to 2.1 mm interaction vertex
resolution), high rate capability (5 to 10 MHz), radiation hardness (integrated charge of 10

#220016 - $15.00 USD  Received 5 Aug 2014; revised 28 Sep 2014; accepted 20 Oct 2014; published 12 Nov 2014
(C) 2014 OSA 17 November 2014 | Vol. 22, No. 23 | DOI:10.1364/0E.22.028984 | OPTICS EXPRESS 28985



C/cm2/yr), and multi-proton detection capabilities (~1 background proton/detector is
expected per bunch crossing at standard luminosity).

The first detector to achieve 10 ps resolution was developed by Nagoya, and consisted of
a short quartz bar connected to a microchannel plate photomultiplier (MCP-PMT); the
charged particle travels the length of the bar with the entire Cherenkov cone captured by the
PMT [7]. Building on this concept, Albrow proposed the QUARTIC detector, a matrix of
straight quartz bars oriented at the Cherenkov angle (~48 degrees for fused silica). This
design has the advantage that the PMT is out of the direct beam and it effectively
compensates for time differences between photons emitted at different points along the
proton’s path [8].

The QUARTIC design has been studied extensively by FP420 [6, 8] and AFP (ATLAS
Forward Proton programme) [9], and with some modifications to the MCP-PMT to improve
its lifetime [10] the system meets all requirements for operation at the LHC. Because of
concerns about the PMT lifetime, CMS investigated a promising alternative, using Silicon
photomultipliers (SiPMTs) to read out the fused silica bars. Since the resolution of the
SiPMTs are inferior to the MCP-PMT, Albrow proposed a new “L” shape (L-bar) which
combines the virtues of having the Cherenkov radiator bar parallel to the beam to maximize
the light, with a perpendicular light guide bar to allow the photodetector to be positioned
away from the beam [8].

Recently the planned interface to the accelerator was changed from a movable section of
beam pipe (Hamburg pipe) to a more traditional Roman pot approach [11, 12], which does
not have space for QUARTIC, but could house an L(Q)Bar detector. The primary aim of this
paper is to study the LQBar performance, as well as several new designs devised to both fit in
a 140 mm diameter Roman Pot and to satisfy the resolution goals. This goal is accomplished
by simulating and analyzing the propagation of the Cherenkov photons through the different
detector geometries to the photo-sensor, studying the resulting hit distributions, and
comparing the results to benchmark straight bar detector.

2. Designs for a Roman-pot-based Quartz Cherenkov detector
2.1. Dimension constraints in Roman pot

Despite the excellent resolution of QUARTIC, measured by ATLAS to be better than 15 ps
[10], it is not a viable option for a Roman pot (hosting movable device) due to space
constraints (the PMT is in-line with the sensors at the Cherenkov angle). In the LBar design,
the radiator bar is parallel to the beam and collects more light than QUARTIC because the
condition for total reflection is fulfilled along the whole pathway. However, the LBar design
lacks time compensation and the amount of material it presents to particles is relatively large.

In this work, we propose a shape which combines the best features of the QUARTIC and
LBar designs while satisfying the dimensional constraints imposed by a Roman pot, Fig. 1(a).
The basic component of the new detector is the LQBar, which is a modified LBar with the
radiator oriented at the Cherenkov angle as in the QUARTIC design, see Fig. 1(b). This
design suggests one train of bars with the radiator arm of the cross-section 2x6 mm (due to
higher exposure to the beam), the second one with the radiator cross-section 3x6 mm, and the
remaining trains with the radiator cross-section 5x6 mm.

In contrast to the LBar where the condition for total reflection is fulfilled along the whole
pathway to the photodetector, the LQBar requires a mirrored 45 degree elbow (0.79 rad) to
get the light up the light guide bar to the PMT. The critical angle of fused silica varies
between 40.2 degrees to 43.2 degrees (0.70 rad — 0.75 rad) within the wavelength range 200-
600 nm, thus the condition of the total reflection is still fulfilled on side walls of the LQBar
(except the elbow). To minimize the effects of color dispersion, one could replace parts of the
quartz or fused silica with an air light guide, for example an (internally polished) aluminum
tube. Below we present simulation results evaluating different options.
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Fig. 1. (a) Typical Roman pot dimensions, (b) proposed design of new TOF with matrix of
LQBars with various cross-section profiles of radiator arm.

2.2. Radiator and Light Guide design

Studies to optimize the design were performed using Geant4 [13]. The Geant4 simulation
focuses on optimizing the details of the LQBar implementation, since neither the LBar nor the
straight bar (QBar) fit in the available space. A straight bar of the same total length as the
LQBar is simulated, however, since it is the performance standard, and it can be used to
connect the simulation to real data [10].

Figure 2 shows the basic size and shape of the LQBar, which is geometrically divided into
a radiator arm (vertical arm) traversed by the proton and a light-guide arm (horizontal one)
channeling the light to the photo-sensor (the red element at the end of the light guide).

Fig. 2. Dimensions of a basic LQBar.

Fig. 3. Types of studied LQBar designs including the straight bar.
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The average Cherenkov angle 6. for fused silica is 48 degrees (0.84 rad) for relativistic
protons with B ( = v/c) close to one. The angle is a function of wavelength. The value 48
degrees was calculated for the UV region (200-400 nm). The bottom face of the radiator bar
is generally made absorbing since this light is directed away from the photo-sensor. However,
by making a cut parallel to the beam at o = 0, (Fig. 2(c)), these downward emitted photons are
redirected back up through the bar and recovered for particles passing close to the bottom end
of the radiator bar. Another feature of the LQbar is the “elbow” between the two bars, which
is cut at 45 degrees and aluminized to maximize the light transmission. The following
detector geometries were studied, see also Fig. 3 (blue colour stands for a fused silica part,
yellow colour stands for an air light guide):

1. A straight QBar of fused silica, see Fig. 3(a), where the pink circle is the position of
the proton track; note that the radiator bar has a square-cut bottom side because this
geometry was studied experimentally [10, 14] and serves as a benchmark,
parameters in analysis: 150 mm long, arm square profile 6 x 6 mm?,

2. A regular all fused silica LQBar with a metalized elbow, Fig. 3(b); denoted as Q-Q,
parameters in analysis: aluminized elbow (90% reflectivity), radiator arm: length 60
mm and cross section 2 x 6 mm?, and light-guide arm: length 90 mm, cross profile 6
x 6 mm?,

3. An LQBar with the radiator arm of fused silica, and the light-guide arm divided into
part fused silica and part air-filled light guide, see Fig. 3(c), denoted as Q-QA,
parameters in analysis: 90% reflectivity of air light—guide walls, radiator arm:
length 60 mm, cross profile 2x6 mm, and light-guide arm: length 90 mm of which 30
mm made of fused silica, cross profile 6x6 mm,

4. An LQBar with the radiator of fused silica and the light guide filled with air denoted as
QA-A, Fig. 3(d), parameters in analysis: 90% reflectivity of air light-guide walls,
radiator arm: length 60 mm of which 30 mm made of fused silica, cross profile 2x6
mm, and light-guide arm: air guide, length 90 mm, cross profile 6x6 mm.

The Q-A configuration is omitted because it gives very poor results as much of the light
gets trapped in the radiator bar. For completeness we also implemented the LBar option.

2.3. Material properties

The properties of the materials implemented in the simulation are those of suprasil (fused
silica) with an index of refraction and absorption length as plotted in Fig. 4(a). The air-filled
light guide is implemented as a vacuum. The photosensor is represented by its entrance
window with index of refraction 1.474. The choice of the material is not important, however,
due to a usual scheme of a sensor handling in the Geant4 by means of the concept of so-called
sensitive volumes. When a photon hits the sensor, its state information is stored and then it is
killed and not propagated anymore. A spectral sensitivity of the sensor is implemented
through its photodetection efficiency discussed below.
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Fig. 4. (a) Material properties of fused silica, (b) quantum efficiency of Planacon MCP-PMT.

2.4. Photoelectron generation

The photoelectron statistics for an event is the number of generated photons that are
converted to photoelectrons and measured by the photosensor. The number of photoelectrons
is given by

n* (4)

The number of generated photons is linearly dependent on L, the path length of proton in
the radiator, and scales with the inverse square of the index of refraction (n) and the
wavelength of the radiated photons A. The photosensor type determines the acceptance of the
wavelength range (A; and 2,). In Eq. (1), a denotes the fine structure constant, and € the
photodetection efficiency. The accepted wavelength range for the Planacon MCP-PMT is 185
nm to 650 nm [14]. The path length of the proton through the radiator is L = ZDim/sin(6,),
where ZDim is the thickness of the QBar; in our case ZDim = 6 mm, and L = 8.1 mm.

When the optical photon reaches the sensor (which is actually the sensitive volume in
Geant4), two efficiencies are applied that govern the conversion to photoelectrons: the
photodetection efficiency (PDE) and the collection efficiency. If the photoelectron survives, a
‘hit” is registered (as photoelectron) for analysis. We adopted photocathode quantum
efficiency data of the Planacon MCP-PMT published in [14], see Fig. 4(b), and the collection
efficiency is set to 0.6. In the case of a full fused silica bar (Q-Q) of 150 mm in the length,
losses caused by absorption in the medium (a fused silica radiator and/or a waveguide) and by
multiple reflections on the medium boundaries are approximately 30% of the signal, giving a
maximum number of accepted photoelectrons N~50 from Eq. (1). Losses in the Q-QA and the
QA-A are significantly higher due to the presence of the extra optical boundary between
fused silica and air. This in particular affects photons propagated via multiple total reflections
on sides of the bar (noted as side wings in this paper, see below).

4
N=2me£ 5/(;)(1— ! Jd/l. (1)

3. Simulation studies and results

The LQBar geometry studies are divided into two parts. First, we compare the various types
of LQBars to the QBar (straight bar) for which there is test beam data [10]. The light guide is
always given as a square 6 x 6 mm® cross section to match the pixel size of the Planacon
MCP-PMT, and ends flush against the PMT entrance window (in simulation there is a slight
overlap between the light guide volume and the window to ensure a good connection; in
practice a good contact must be mechanically ensured, unless an index-matching radiation-
tolerant high- transmission gel is obtained).

In the second part of the study, we introduce various geometrical modifications of the
basic designs in order to further improve the hit statistics at the sensor.
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In all studies, protons with 7 TeV were used to generate Cherenkov light while passing
bars without smearing of their direction and position. The simulation was set up so that the
beam direction was along the z-axis in the simulation scene.

3.1 Comparison among types of LOBars

First, we compared the QBar and the three types of LQBars: Q-Q, Q-QA and QA-A as listed
in section 2.2 a visualized in Fig. 3. All four designs have the same total geometrical path
length of 150 mm and the light guides all have a cross section of 6 x 6 mm”.

Simulated time profiles are plotted in Fig. 5(a) for a 1 ns wide time window and a 3.0 mm
vertical offset of the beam (see Fig. 2(c)). More than 90% of all hits fall inside this time
window, except for the straight QBar, which has a significant tail at longer arrival times.
Because of the different optical path lengths, the first hits generally occur sooner in the case
of LQBars with air light guides (Q-QA and QA-A). For instance, the first hit on the sensor
occurs at 541 ps measured from the time the proton enters the trigger volume, compared to
730 ps in a straight bar (see 7, in legend). The optical path length for the Q-Q LQBar is the
same as for the straight QBar, thus their first hit arrival times are the same. In the case of the
Q-Q LQBar, the total signal is split between a first and a second (late) peak. The late peak is
linked to the presence of the so-called side wings of the photon trajectories, see Fig. 7 and
text below.

Cutting the radiator bar at the bottom parallel to the beam significantly increases the total
hit count, and results in a strong dependence of the total hit count on the vertical beam offset.
This behavior is illustrated in Fig. 5(b) and occurs for vertical offsets in the range from 0 mm
to 4 mm (this depends on the cross section of the radiator). For larger offsets, most of the
downward Cherenkov photons leave the bar.

For a very small offset, for instance 0.1 mm, the light yield is significantly higher than for
a large offset. In the case of the Q-QA design the yield factor is almost 2, and for the Q-Q
design the factor is 1.3, which brings it to the level of the straight bar. One can design the
detector to take advantage of this behavior when the beam position has a small spread in
height.

Note that this effect is negligible for the QA-A LQBar as it corresponds to the strong
angular selection of photon directions in that design. In general, the hit count is independent
of the vertical offset if the radiator bar is square cut, as is the case of the reference straight
QBar. Both effects are further discussed below in the context of the photon acceptance as a
function of the origin. Unless noted otherwise a parallel cut of 3mm will be used as the
default.

Fig. 5. (a) Time profile of hits in 1 ns window, (b) dependency on vertical offset from beam.
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Fig. 6. (a) Absolute, and (b) relative hit amount of Cherenkov photons per one passing proton.

Figure 6(a) summarizes hit statistics per event for all these time windows. Only the Q-Q
LQBar design approaches the reference bar in hit count. As for total hit count, the Q-QA and
QA-A designs suffer from reflections at the extra optical boundary between the fused silica
and air light guide because of intrinsic reflection (4%), and additional total internal reflection
of photons incident on the interface at large angle. As for the Q-Q design, there is a jump of
the hit count between 0.3 and 0.4 ns due to arrival of the second peak, see Fig. 5(a).

In Fig. 6(b), the percentage of hits in an arrival time window of the total is plotted as
function of the time window size for several LQBar designs. In the case of the hybrid Q-QA
design, almost all photons reach the sensor in the first 200 ps (97%), while for the QA-A case,
all photons arrive even within the first 50 ps. This is explained by the fact that photons move
faster and with less velocity dispersion within a hybrid design because of the shorter optical
path. However, the total hit count is low compared to all fused silica designs because of
reflections on the extra Q-A boundary. Therefore Q-Q and Straight Bar designs perform
better for time windows greater than 400 ps. The total hit count is 360 per passing proton in
the reference QBar design. Referring to Fig. 5, the hit count for the Q-Q LQBar design is
similar for a vertical beam offsets close to zero.

The distribution of azimuth emission angle ¢ (the angle in the plane perpendicular to the
beam direction) of the generated Cherenkov photons is plotted in Fig. 7(a). Except for the
reference straight bar QBar design, the ¢ distributions feature empty intervals caused by the
geometry which strongly influences the acceptance of the photons. As seen in Fig. 7(b), the ¢
distribution has wings in the ¢ vs. arrival time distribution.

Referring to Fig. 7(a), gaps occur in the distributions for the hybrid Q-QA and QA-A
designs for the intervals from —0.73 rad to + 0.73 rad, from + 2.4 rad to + = rad, and from -n
rad to —2.4 rad (so-called ‘side regions’). These intervals correspond to those outside of area
of total internal reflections in the interface between the fused silica and air light guide. The ¢
distribution wing lying at around 1.57 rad (90 degrees) corresponds to those photons traveling
straight to the sensor (thus called the direct wing in the direct region). The decrease from the
central peak at 1.57 rad is due to an increase in optical path length including one or more
reflections. Note the additional ¢ wing at negative ¢ between —2.4 rad and —0.73 rad which
corresponds to similar photons but after reflection off the cut at the bottom end of the radiator
bar. The detailed photon content of this negative ¢ wing depends on the vertical offset of the
beam. In our case, a 6 mm wide bar, the photon content diminishes for offsets higher than 4
mm, see Fig. 5(a). Because the reference straight QBar has a square-cut bottom the negative ¢
photons are all lost.
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Fig. 7. (a) Vertex ¢ distribution of generated vertices, (b) its profile as function of arrival time.

Peaks in the photon arrival time distribution are seen in the QA-A design; this is caused
by a strong ¢ dependence of the photon survival (‘hits’) and it corresponds to the total internal
reflection of all photons emitted away from the vertical direction (¢ = + 1.57 rad) on the Q/A
boundary. This applies to the Q-QA case as well, but there is not such a strict ¢ selection. A
scan varying the length of the fused silica part indicates that the radiator length has a minor
effect on the total hit count (~5%). Additionally, for square-cut LQbar versions, the ¢
distribution is almost identical to the parallel-cut counterparts except for the missing negative
@ wing.

Referring to Fig. 7(b), one can note that photons in the wings are increasingly delayed
going away from the vertical. Notably for the Q-Q LQBar design, the fronts of the wings in
the side regions are delayed by 270 ps with respect to the front of the direct wing (which is
identical in shape to the direct wing of the straight Qbar). This corresponds to the second peak
in the time profile (Fig. 5). The time delay of the negative ¢ wing with respect to the direct
wing depends on the beam offset. For vertical offsets in the range from 0 mm to 4 mm, the
time delay increases 7 ps/mm. For higher offsets it grows roughly 200 ps/mm but bigger
portion of the negative wing go outside the bar until it diminishes at the offset of 5.5 mm.

It is obvious that only the Q-Q LQBar comes close to the straight bar in terms of photon
efficiency. The other bars suffer from the additional optical boundary between the fused silica
and air light guide. On the other hand, the Q-Q LQbar signal is divided into a main, early
photon bunch represented by direct wing (along with weaker negative ¢ wing) and two
delayed side wings resulting in a spread in photon arrival time. However, much of this time
spread can be countered by additional design modifications discussed in the next section.

3.2. Geometry extensions of Q-Q LOBar

In order to catch as many photons as possible in the shortest possible time window in the Q-Q
LQBar design, small modifications of the light guide were studied, see Fig. 8. These consist
in a shift of the light guide (dimension exty — extended vertical shift) in the vertical direction
and tapering near the 90 degree elbow at a given taper angle. Unsurprisingly, the tapered part
together with 45° elbow act as a rough approximation to a semi-parabolic collimating mirror,
see Fig. 8(b).

Fig. 8. Geometry extension of light-guide arm.
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A variety of shifts and taper angles was studied. The taper angle was varied over the
interval from 0 degrees to 35 degrees in 5 degree steps (2 degree steps in the vicinity of the
optimal taper of 25 degrees), taking a fixed vertical shift value of 2 mm. The vertical shift
was varied over the range from 0 mm to 4 mm in 0.5 mm steps with a fixed 22 degree taper
angle.

The hit count distributions as function of shift and taper angle are summarized in Fig. 9
for 200 ps, 400 ps, and full photon arrival time windows. The maximum hit count is obtained
for shifts between 2.0 and 2.5 mm for all these time windows. The hit count maximum is
reached for taper angles between 20 and 25 degrees for the 200 ps and the full time windows.
However for the 400 ps window, the optimal taper angle is shifted to 15 degrees. The
maximum hit count in the full time window is 408 per proton for the modified Q-Q LQBar
design with optimized parameters (those maximizing hit count), i.e. a factor 1.10 higher
compared to the reference straight QBar design (hit count 370). This value is obtained for a
vertical beam offset of —3 mm from beam axis.

Fig. 9. Hit count as a function of (a) light guide vertical shift, (b) taper angle.

The modified/optimized Q-Q LQBar design, with a vertical shift 2.5 mm and the taper
angle of 25 degrees, is compared with the original Q-Q LQBar design and with the reference
straight QBar. The resulting distributions are plotted in Fig. 10. It is obvious that the
modifications result in a shift of the side wings by about 200 ps towards shorter arrival times,
see Fig. 10(b). The same applies to the negative ¢ region. This wing shift gives a higher hit
count of 408 compared to 290 for the non-modified Q-Q bar design, an increase by a factor
1.4. This results in a beneficial time compression of the arrival time distribution.

The number of accepted photoelectrons (PE) by the photosensor is plotted in Fig. 11(a)
for various arrival time windows up to 500 ps. The PE statistics of the optimized Q-Q LQbar
design are generally higher than those of the straight QBar design. Distributions of
photoelectrons accepted in the sensor in first 400 ps are plotted in Fig. 11(b). This particular
size of time window was chosen because it is thought to best approximate the real signal
acquisition conditions of the AFP DAQ system. The modified Q-Q LQBar design is better at
photoelectron detection than the reference straight QBar (25 vs. 20 photoelectrons) and
almost two times better than unmodified Q-Q LQBar.
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Fig. 10. Comparison of the optimized Q-Q LQBar design compared to the non-modified
LQBar: (a) distribution of generated photon ¢ angle, (b) photon arrival time distribution.

Fig. 11. (a) Statistics of photoelectrons accepted in sensor, (b) dependency on time window.

4. Hit characteristics on sensor surface

The studies discussed above are intended guide design of a modified LQBar geometry
optimizing the photon hit statistics and arrival time distribution. In this section, the focus is on
the hit count distribution at the surface of the sensor with the optimized Q-Q LQBar design.
Note that the following results are based on hits passing the PDE and collection efficiency
criteria (see section 2.4 above). These criteria affect the accepted photon wavelength
distribution and are therefore somewhat coupled with the time-of-arrival distribution and the
resulting PE pulse profile. Due to the dispersion, see Fig. 4(a), photons with higher
wavelengths reach the sensor sooner but their contribution is reduced due to lower quantum
efficiency of the sensor in the region, Fig. 4(b). This in turn affects a sharpness of the pulse.

Figures 12 and 13 show histograms of the number of photoelectrons as a function of
photon wavelength, generated photon ¢ angle, and the time of arrival at the sensor surface.
The distribution of the optical signal at the sensor surface is plotted in Fig. 12(a). It is noted
that the signal is not uniform in the z-direction along the sensor surface (which corresponds to
the beam direction rotated by the Cherenkov angle in the plane containing the beam and the
vertical axis). Figure 12(b) shows the wavelength distribution of photons hitting the sensor as
a function of arrival time. One notes that photons of 200 nm — 400 nm wavelengths dominate
the first 270 ps of the pulse. Thus an appropriate optical band-pass filter within this range
could filter out a portion of an eventual light background. Figure 13 shows the distribution of
generated photon ¢ angle as function of time and photon wavelength. Note the high statistics
(red and orange colors) in the direct and negative wings in the first 270 ps of the pulse, see
Fig. 13(a). The wavelengths of photons in this part of the pulse are mostly in the 200 nm —
400 nm range, see Fig. 13(b).
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Timestamps of accepted hits are used for a crude preliminary estimate of the timing
resolution of a device consisting of the optimized extended Q-Q LQBar, the PMT and a
constant fraction discriminator (CFD). This analysis does not include all aspects of the signal
processing which is outside of the scope of this paper. Instead, we use a simplified model of
the PMT timing performance by means of its impulse response. The impulse response is a
function of a rise time, a fall time, a transit time, a transit time spread, and a gain of the PMT.
We use following values: the rise time of 300 ps, the fall time of 1500 ps (the Planacon
85011-501 datasheet), a transit time spread of 35 ps (based on [14]), and a gain of 10°. The
transit time itself has no effect on the timing performance in this model and it is set to 0 ns.
The constant fraction value of the CFD is set 20% of the signal amplitude. First, the timing
model is validated on results of the reference straight bar with a measured ¢ = 19 ps [10]. The
model is then applied to the optimized Q-Q LQBar. We obtain g~15 ps for a single bar.
Adding N bars in a train of the QUARTIC detector, the timing resolution improves to
o/sqrt(N). This gives the timing resolution of 8 ps for the QUARTIC of N = 4 bars per train
and a beam without position smearing.

Fig. 12. (a) Statistics of photoelectrons accepted in sensor, (b) time distribution of spectra.

Fig. 13. Distribution of generated vertex ¢ angle (a) in time, (b) over wavelength range.

5. Conclusion

We have studied several possible designs of an LQBar Cherenkov radiator for a new Time-
Of-Flight (TOF) detector suitable for measurements in the vicinity of proton beams at high
luminosity. The Roman Pot near-beam interface is well established for such measurements,
but presents severe space constraints on the design of suitable TOF detectors. We performed
simulation studies of several different LQBar designs, and a variety of possible modifications,
compared to a straight QBar design which has well known characteristics from test beam
measurements [10].
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A hybrid combination of fused silica radiator and an air light guide (QA-A or Q-QA
LQBar designs) was studied and was found to be promising because of the narrow hit profile
in time. Almost all photons reach the sensor in the first 200 ps (97%) in the case of the Q-QA
hybrid variant, compared to 43% for the reference straight QBar, see Fig. 6(b). However, the
QA-A hybrid gives a significantly lower hit count and therefore it is not a satisfactory design.
The Q-QA hit count is comparable to the regular Q-Q designs for short arrival time windows
(less than 300 ps). Thus for timing purposes, the Q-QA is also a promising design in a sense
that its light pulse is more compressed than the one for the Q-Q type, see also Fig. 6(a).

Geometric modifications (taper, light guide shift) are proposed to further improve the
LQBar design. These modifications are seen to strongly improve the arrival time distribution
of the Q-Q LQBar design with an optimal vertical light guide shift of about 2.5 mm and a
taper angle around 25 degrees. The Q-QA type, however, shows only a small improvement
with design modifications, therefore it is also discarded in favor of the Q-Q design.

The modified and optimized version of the Q-Q LQBar design is thus a promising
solution for the AFP TOF detector because of its narrow hit profile and improved hit count in
short arrival times. In fact this design gives a higher signal than the reference straight bar by a
factor of 1.25 assuming the vertical offset of 3 mm, and the factor is still higher if the beam
passes closer to the bottom cut. One can design the detector to take advantage of this behavior
when the beam position has a small spread in height. Noting that wavelengths in the range
from 200 mm to 400 nm dominate the first 300 ps of the light pulse, adding a band-pass filter
could further improve the detector performance.

The final steps to measure the resolution of the detector/MCP-PMT system would be to
model how the phototube converts the photon time distribution to an electrical pulse, and then
simulate the constant fraction discriminator and TDC operation, a task that is well outside the
scope of this paper. Given the straight bar normalization point of 19 ps, however, a reasonable
estimate of the resolution/bar can be obtained by scaling this by the square root of the ratio of
the amount of photons (LQBar/straight bar) in the relevant time window, implying that an
LQBar-based detector could exceed the performance of QUARTIC by 10-40%.

In summary, we can conclude that it is possible to construct the Q-Q based detector with a
resolution better than the standard QUARTIC detector.
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Construction of the optical part of a time-of-
flight detector prototype for the AFP detector
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Abstract: We present the construction of the optical part of the ToF (time-of-flight)
subdetector prototype for the AFP (ATLAS Forward Proton) detector. The ToF detector in
conjunction with a 3D silicon pixel tracker will tag and measure protons originating in central
exclusive interactions p + p — p + X + p, where the two outgoing protons are scattered in the
very forward directions. The ToF is required to reduce so-called pileup backgrounds that arise
from multiple proton interactions in the same bunch crossing at high luminosity. The
background can fake the signal of interest, and the extra rejection from the ToF allows the
proton tagger to operate at the high luminosity required for measurement of the processes.
The prototype detector uses fused silica bars emitting Cherenkov radiation as a relativistic
particle passes through it. The emitted Cherenkov photons are detected by a micro-channel
plate multi-anode Photomultiplier Tube (MCP-PMT) and processed by fast electronics.

© 2016 Optical Society of America
OCIS codes: (120.4570) Optical design of instruments; (350.4990) Particles.

References and links

1. M. G. Albrow and A. Rostovtsev, “Searching for the Higgs boson at hadron colliders using the missing mass
method,” https://arxiv.org/abs/hep-ph/0009336 (2000).

2. A.B.Kaidalov, V. A. Khoze, A. D. Martin, and M. G. Ryskin, “Extending the study of the Higgs sector at the
LHC by proton tagging,” Eur. Phys. J. C 33(2), 261-271 (2004).

3. J. Bonnet, J. Liao, and K. Piotrzkowski, “Study on GASTOF — A 10 ps resolution timing detector,” Nucl.
Instrum. Methods Phys. Res. A 762, 77-84 (2014).

#273464 http://dx.doi.org/10.1364/0OE.24.027951
Journal © 2016 Received 24 Aug 2016; revised 19 Oct 2016; accepted 6 Nov 2016; published 22 Nov 2016



Vol. 24, No. 24 | 28 Nov 2016 | OPTICS EXPRESS 27952

4. L. Nozka, A. Brandt, M. Rijssenbeek, T. Sykora, T. Hoffman, J. Griffiths, J. Steffens, P. Hamal, L. Chytka, and
M. Hrabovsky, “Design of Cherenkov bars for the optical part of the time-of-flight detector in Geant4,” Opt.
Express 22(23), 28984-28996 (2014).

5. M. G. Albrow, H. Kim, S. Los, M. Mazzillo, E. Ramberg, A. Ronzhin, V. Samoylenko, H. Wenzel, and A.
Zatserklyaniy, “Quartz Cherenkov counters for fast timing: QUARTIC,” J. Instrum. 7(10), P10027 (2012).

6. ATLAS-TDR-024-2015, 2015.

7. J. Lange, E. Cavallaro, S. Grinstein, and I. L. Paz, “3D silicon pixel detectors for the ATLAS Forward Physics
experiment,” J. Instrum. 10(03), C03031 (2015).

8. PHOTONIS USA Pennsylvania, Inc., XPM85112 datasheet.

9. Epoxy Technology, Inc., Epotek 305 datasheet.

10. S. Agostinelli, J. Allison, K. Amako, J. Apostolakis, H. Araujo, P. Arce, M. Asai, D. Axen, S. Banerjee, G.
Barrand, F. Behner, L. Bellagamba, J. Boudreau, L. Broglia, A. Brunengo, H. Burkhardt, S. Chauvie, J. Chuma,
R. Chytracek, G. Cooperman, G. Cosmo, P. Degtyarenko, A. Dell’Acqua, G. Depaola, D. Dietrich, R. Enami, A.
Feliciello, C. Ferguson, H. Fesefeldt, G. Folger, F. Foppiano, A. Forti, S. Garelli, S. Giani, R. Giannitrapani, D.
Gibin, J. J. Gomez Cadenas, 1. Gonzalez, G. Gracia Abril, G. Greeniaus, W. Greiner, V. Grichine, A. Grossheim,
S. Guatelli, P. Gumplinger, R. Hamatsu, K. Hashimoto, H. Hasui, A. Heikkinen, A. Howard, V. Ivanchenko, A.
Johnson, F. W. Jones, J. Kallenbach, N. Kanaya, M. Kawabata, Y. Kawabata, M. Kawaguti, S. Kelner, P. Kent,
A. Kimura, T. Kodama, R. Kokoulin, M. Kossov, H. Kurashige, E. Lamanna, T. Lampén, V. Lara, V. Lefebure,
F. Lei, M. Liendl, W. Lockman, F. Longo, S. Magni, M. Maire, E. Medernach, K. Minamimoto, P. Mora de
Freitas, Y. Morita, K. Murakami, M. Nagamatu, R. Nartallo, P. Nieminen, T. Nishimura, K. Ohtsubo, M.
Okamura, S. O’Neale, Y. Oohata, K. Paech, J. Perl, A. Pfeiffer, M. G. Pia, F. Ranjard, A. Rybin, S. Sadilov, E.
Di Salvo, G. Santin, T. Sasaki, N. Savvas, Y. Sawada, S. Scherer, S. Sei, V. Sirotenko, D. Smith, N. Starkov, H.
Stoecker, J. Sulkimo, M. Takahata, S. Tanaka, E. Tcherniaev, E. Safai Tehrani, M. Tropeano, P. Truscott, H.
Uno, L. Urban, P. Urban, M. Verderi, A. Walkden, W. Wander, H. Weber, J. P. Wellisch, T. Wenaus, D. C.
Williams, D. Wright, T. Yamada, H. Yoshida, and D. Zschiesche, “Geant4—a simulation toolkit,” Nucl.
Instrum. Methods Phys. Res. A 506(3), 250-303 (2003).

11. McPherson,Inc., VUVAS 2000 datasheet.

12. P. M. Duarte, “QUARTIC: An ultra-fast time-Of-flight counter,” M.Sci. Thesis, The University of Texas,
Arlington, 2007.

13. J. Lange, L. Adamczyk, G. Avoni, E. Banas, A. Brandt, M. Bruschi, P. Buglewicz, E. Cavallaro, D. Caforio, G.
Chiodini, L. Chytka, K. Ciesla, P. M. Davis, M. Dyndal, S. Grinstein, K. Janas, K. Jirakova, M. Kocian, K.
Korcyl, I. L. Paz, D. Northacker, L. Nozka, M. Rijssenbeek, L. Seabra, R. Staszewski, P. Swierska, and T.
Sykora, “Beam Tests of an Integrated Prototype of the ATLAS Forward Proton Detector,” J. Instrum. 11(09),
P09005 (2016).

1. Introduction

Precision timing is useful for many applications, ranging from Positron Electron Tomography
(PET) scans to particle physics. For PET scans, information about the time difference of the
arriving photons helps improve the position resolution by determining the location of the
electron-positron pair annihilation, while for high energy physics, it has typically been used in
conjunction with a momentum measurement to determine the mass of the particle, which in
turn defines the particle’s identity. Timing detectors can be used as well as a part of the
proton tagging detectors to decrease the background to central exclusive production (CEP)
events p + p — p + X + p where X stands for the centrally produced system, which could
consist of a pair of jets or particles, a pair of intermediate vector bosons (W"W"), or even a
Higgs boson H [1, 2].

At high luminosity, the environment of the Large Hadron Collider (LHC) places stringent
demands on the timing detectors: high resolution (~10 — 20 ps, equivalent to 2.1 — 4.2 mm
interaction vertex resolution), high rate capability (5 to 10 MHz), radiation hardness
(integrated charge of 10 C/cm2/yr), and multi-proton detection capabilities. ToF detectors
based on Cherenkov emission in fused silica radiators are treated as an optimal choice. On the
other hand, detectors based on emission in a gas, for instance the GASTOF detector with
C4F 1o gas [3], have better intrinsic time resolution but a low signal level. Back to fused silica,
relativistic protons emit a Cherenkov light pulse in the UV region (in the 200 to 400 nm range
predominantly) in a Cherenkov cone of 48 degrees. The radiator also acts as a light guide to
direct the light to a sensor with a high quantum efficiency in the UV region. Typically a fast
micro-channel plate multi-anode Photomultiplier Tube (MCP-PMT) or a silicon
photomultiplier (SiPM) is used. A multi-channel MCP-PMT is an option where pixelization is
required. Which is also the case of the detector in this study.
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The ToF design described here is based on benchmark studies published in [4]. These
studies introduced several key concepts adopted in the final design and construction of the
ToF prototype. The main design feature is an L-shape geometry, Fig. 1(a), first introduced by
M. Albrow and his group [5]. Here we denote a bar arm crossing the beam as the radiator
whilst an arm leading towards the sensor as the light guide. Albrow’s design is based on the
light propagation by virtue of total reflections on the bar sides. On the other hand, our design
largely relies on a direct fast light propagation to the sensor (approximately 60% of all photon
tracks in a bar accepted by the sensor). This means a bar has to be rotated so that its radiator
is tilted by the Cherenkov angle of 48 degrees with respect to the beam axis, see Fig. 1(a). In
addition, direct pathways need to be reflected on the bar elbow which means a 45 degrees cut
coated with an appropriate reflection layer. The part of the light propagated using total
reflections is delayed with respect to the fast direct propagation. The aforementioned studies
proposed a so-called taper to speed-up total-reflection pathways. On the other hand, adding a
taper results in a correspondingly thinner radiator of a lower acceptance, see Fig. 1(a).
Moreover, a radiator cut is another design improvement allowing higher signal due to the
additional back reflection light with details described in [4].

Fig. 1. (a) Geometry of the ToF, (b) the ToF with the tracker modules (not in scale).
2. Design of the ToF detector prototype

The AFP detector [6] is composed of four stations, two stations on each side of the ATLAS
Interaction Point at distances of 206 m (inner stations) and 214 m (outer stations). Inner
stations consist of silicon detectors (trackers) [7] placed in dedicated Roman pots while outer
stations consist of trackers accompanied by time-of-flight detectors (in identical Roman pots
as well), see Fig. 1(b). In the figure, the coordinate system is chosen so that the beam axis is
parallel to the z axis, the x axis is horizontal and the y axis is vertical. The aim of the tracker is
to precisely measure the trajectory of scattered protons while the aim of the ToF detector is to
reject the so-called pileup background which can fake the signal of interest.

The ToF part has to fulfill the following performance requirements: time resolution below
20 ps, radiation hardness up to 700 kGy (3x10" Ngg cm 2, at a distance of 5 mm from the
beam axis) [6], high rate capability (5 to 10 MHz), and multi-proton detection capabilities (~1
background proton/detector is expected per bunch crossing at standard luminosity).

The AFP detector acceptance is 16.8 x 20.0 mm? given by the tracker dimensions [7] as
illustrated in Fig. 1(b). From the ToF point of view the area is divided into four segments
alongside the x axis. Each segment is composed of a set of four bars denoted as a train, see
Fig. 1(a). This arrangement results in a matrix of 4 x 4 bars. This division is closely related to
Photonis XPM85112 MCP-PMT (miniPlanacon) with 4 x 4 channel pixelization [8]. This
detector was chosen for its enhanced timing performance (transit-time spread, TTS, below 35
ps at 405 nm) and its dimensions.
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Dimension constraints to the ToF are due to the limited space inside the Roman pot and
due to the pixel size 6.25 x 6.25 mm® of the PMT. The first factor predetermines the overall
L-shape of bars (and the optical part of ToF as a whole) while the pixel size determines the
cross-section dimensions of the bars. Bars of each train have light guide arms of the same
dimensions. On the other hand, each radiator is unique in its dimensions. Their length is set so
that their cut sides lie in one plane called the edge of the ToF (bottom-cut plane), see Fig. 1.

For the first prototype, we did not construct the whole matrix of 4 x 4 bars. Instead, we
decided to produce a matrix 2 x 4 of bars so that the middle columns were produced, see also
Fig. 1(a). Such a configuration was sufficient for integration tests (tracker and ToF
integration) and initial performance studies. Bars were labelled as indicated in Figs. 1(a) and
2(b): 1A and 1B in the train 1 etc. with the A bars in the front as seen from the beam
direction.

3. Construction of the bars

The bars of the AFP ToF detector are L-shaped and made of suprasil. There is a possibility to
produce L-shaped bars as one piece [5]. In our design there are at least two cuts (45 or 48
degrees) plus optionally the taper cut (18 degrees). It was difficult to construct such bars as
one suprasil piece assumed dimension tolerances and polishing precision (see below). Instead
we decided to produce the light guide and the radiator separately and glue them together, see
Fig. 2(a).

Fig. 2. (a) Example of a fused silica bar with the taper and a set of bars, (b) the set of 2x4 bars
forming the ToF prototype.

The dimensions of the bars for the ToF prototype are summarized in the Table 1. The
dimension tolerances are: + 0.05 mm for all dimensions of the light guide and cross-section
dimensions of the radiator, + 0.1 mm for the length of the radiator, and = 2’ (£ 0.017 degrees)
for cuts. The higher tolerance for the length of the radiator is due to the two cuts resulting in
two sharp edges preventing stringent toleration. Polishing precision was stated to three
interference fringes at 550 nm. It was decided to coat the elbow cut with a reflection layer
made of aluminum with a thickness of at least 200 nm and protected by a SiO, layer of the
thickness 120 nm (protection against oxidation and mechanical abrasion). The deposition was
carried out by means of a standard PVD (Physical Vacuum Deposition) technique.
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Table 1. Dimensions of the bars for the ToF prototype in millimeters.

Train A bgrs - - B ba_rs - -
Radiator Light guide Radiator Light guide
1 3 x6x57.8 5x6x70.3 3x6x522 5x6x70.3
2 5x6x535 SX6x652 5x6x479 S5X6x652
3 5x6x473 5 x6x60.1 5x6x41.7 5 x6x60.1
4 5x6x41.0 5x6x55.0 5x6x354 5x6x55.0

All pieces (the radiators and the light bars) were produced from a bulk of suprasil
material. We used approximately 150 g of a suprasil bulk to produce all pieces as listed in
Table 1 (the total weight 53 g) and spares for miscellaneous testing. Cutting, milling, and
polishing were carried out by means of a common optical technology. By design, the light
guides were produced in the form of pure cuboids. Since the light guides have the same
length in a given train, they were made at once. As each radiator has a unique length their
uncut intermediates were produced piece by piece. There are two cuts at each end side of the
radiator (45 and 48 degrees rotated by 90 degrees with respect to each other). For a given cut
type, radiators were cut together (per four pieces).

Finally, radiators and light guides were glued together. Nowadays UV cementation is the
most popular technique for bonding optical surfaces allowing fast, precise, and handy
manipulation. However, this technique is only applicable for optical solutions in visible and
infrared region because UV cements significantly absorb UV light. Finally we decided to use
the Epotek 305 epoxy glue [9] assuring high transparency down to 250 nm and sufficient
transparency down to 235 nm. The thickness of the glue layer did not exceed 20 um which is
the standard tolerance in the optics designing.

4. Constraints given by the materials

Construction of the bar includes the mirror production and optical coupling of the radiator and
the light guide by means of an optical cement. These extra factors generally introduce other
signal losses due to the transmittance of glue and mirror reflection. Here we report the results
of the analysis of signal attenuation due to both factors. In addition, signal attenuation of
suprasil itself is reported.

4.1 Mirror performance

Reflectivity of an optical surface is, in general, a function of the polarization state of the
incident light. Cherenkov light is linearly polarized with polarization vector perpendicular to
the Cherenkov cone. The calculated reflectance profile of the bar mirror is drawn in Fig. 3(a)
for the incidence angle of 45 degrees (valid for the prominent direct photon pathways). The
distributions of s and p polarization components on the mirror were calculated by means of a
Geant4 simulation [10]. Results are plotted in Fig. 3(b) in terms of their ratio s/p (normalized,
logarithmic plot). The higher statistics is below s/p<1 (53% of the total amount) which means
that the p component prevails (the peak is at 0.34). Back to Fig. 3(a), the reflectivity of the
mirror elbow is between the red and the black curve (below 90%). This means a loss of 10 —
12% in the wavelength region from 200 nm to 400 nm which is of the most interest (see
Introduction above and [4]). One can obtain a higher reflectivity by means of a dielectric
mirror made of a system of a thin layer dielectric stack. For example, a system of 50 layers
(better 70 layers) of SiO,/HfO, will increase reflectivity by up to 96% in the wavelength
region from 200 nm to 400 nm meaning a loss of 4% by reflection. However, we decided to
use a simpler solution with aluminum coating for the ToF prototype assuming less light by
6% with respect to the dielectric solution.
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Fig. 3. (a) Reflectivity of the coated elbow cut, (b) ratio between the polarization components.
4.2 Transmittance of glue and suprasil

Figure 4(a) shows the results of transmittance measurements of suprasil and Epotek 305 glue.
The measurements were performed with a DUV/UV spectrometer VUVAS 2000 ([11]). For
the measurement of the suprasil itself, we used samples in the form of round suprasil pieces
(20 mm diameter, 4 mm thick). Concerning transmittance measurements of the glue, we used
samples in the form of two round suprasil pieces (20 mm diameter, 2 mm thick) bonded
together with the glue. The red curve in the plot stands for the transmittance of the suprasil
itself (including Fresnel reflection losses). Suprasil material of the thickness 4 mm cuts
wavelengths below 166 nm (drop to half of the maximum). The blue curve corresponds to the
transmittance of the whole system suprasil plus glue. Our results find a transparency edge at
233 nm. The transmission cut incorporates additional signal loss in the region below 233 nm.

Based on our simulations, the wavelengths accepted by the MCP-PMT are plotted in Fig.
4(b) with a significant loss region below 233 nm. A comparison was made for a bar without
taper. Similar results stand for bars with taper. The calculated loss is about 18% — 19% (with
or without a taper). This loss is valid for the wavelength region from 200 nm to 600 nm where
the quantum efficiency of the photomultiplier is known [4, 12]. Thus the glue plays a
significant role in attenuation of the signal.

Fig. 4. (a) Measured transmittances of suprasil and Epotek 305, (b) spectral attenuation of
Epotek 305 based on the accepted wavelength profile in the sensor (simulation, bar 1A).

5. Signal response of the bars

The ToF prototype was tested during two test campaigns at the CERN-SPS test-beam facility
(120 GeV 7 + particles) in November 2014 and September 2015 in the frame of the AFP
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integration test beam measurements [13]. The scheme of the measurement setup is shown in
Fig. 5. The beam passed through the bars and the trigger. The trigger consisted of a 30 mm
long fused silica bar of 3 x 3 mm? cross-section clamped to a silicon photomultiplier (SiPM).
Its detection is also based on Cherenkov radiation. For the ToF module, each bar in the 2 x 4
matrix was brought into contact (without the use of optical grease) with the Planacon MCP-
PMT XPM815112. It operated at the high voltage of 1870 V and the gain 5-10° for an optimal
separation of the useful signal from the pedestal (rejection threshold at —100 mV, see below).
The signal output the MCP-PMT was amplified by means of two-stage preamplifiers. Its first
stage consisted of a current-to-voltage (A-V) converter with a 1 kQ resistor and a voltage
amplifier with the gain of 10. The second stage was a voltage amplifier with the same gain of
10. For raw signal studies, the amplified signal was then analyzed with a LeCroy SDA760ZI1
oscilloscope (6 GHz, 20 GS/s, 4 channels). For timing studies, the raw signal was
preprocessed with a constant fraction discriminator (CFD). The CFD threshold level was set
to —100 mV for the pedestal rejection. In both cases, the signal was triggered with the SiPM
detector signal processed with another CFD module (here the threshold was set to —200 mV).
The trigger detector was moved vertically in order to select a specific train for measurements.

Fig. 5. Setup of the test beam measurements.

The following results are based on measurements with bars optically isolated from each
other to prevent a possible undesired optical cross-talk between bars. Moreover they occupied
separated pixels to prevent electronic cross-talk. The data was collected near the edge of the
bars (area 3 x 3 mm’ given by the SiPM trigger detector). The distributions of signal
amplitudes of all bars are plotted in Fig. 6(a) in the form of boxplots. Each distribution is
described by a blue box defining the interval from 25% (Q1) to 75% (Q2) quantiles of the
distribution with a red level mark inside indicating the mean value M (50% quantile). The
dash line with ending defines the interval from the minimum value to the maximum value of
the distribution excluding outliers (red points). The lower outliers are the values lower than
QI1-1.5%(Q2-Q1). The mean amplitude differs from bar to bar which is a result of their
different geometry and different response among pixels of the PMT. Our laboratory tests with
a femtosecond laser at 420 nm showed the mean amplitude variation of 7% among the pixels.

Despite their highest length, the bars in the first train (1A and 1B) generated the highest
output (level of —350 mV in amplitude) by virtue of their taper modification. Other bars
produced lower signal output with amplitudes around —250 mV on average (drop by 30%).
These results confirm that the taper modification in the bar elbow increases the signal output
of the bar as predicted by simulation studies [4].
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Fig. 6. (a) Distribution of the amplitude, (b) estimated distribution of generated photoelectrons
given by simulation.

The signal outputs from all bars embody relatively high fluctuation (Q2-Q1)/M in the
range of 30% — 40% given by the response of the PMT channels and by fluctuations of signal
pathways in the bars. Fluctuations of the signal are the consequence of random processes
existing in each stage of the signal chain starting with the Cherenkov emission and ending
with the signal registration. The estimated fluctuation of the signal originating from the
photomultiplier is about 7%, the same for all pixels (given by laser tests at 420 nm). Thus
fluctuations of the signal in the optical part dominate. To understand the origin of such
fluctuations we estimated the number of generated photoelectrons in our simulations (see [4]
for details) and assumed the photodetection efficiency (PDE) of the PMT specified in [12].

In Fig. 6(b) the estimated number of photoelectrons (pe) produced per event is plotted for
the model of bar 2A. It was calculated for randomly generated particle positions in a square of
3 x 3 mm” to mimic the SiPM trigger detector defining the area of acceptance. In terms of
quantiles Q1 and Q2 defined above, Q1 = 17 pe and Q2 = 23 pe with the mean M = 20 pe
(Fig. 6(b)) giving a fluctuation estimate of (Q2-Q1)/M = 30% which corresponds to the
observed fluctuation level in the signal.

The 30% level fluctuations embody the variance of the number of generated Cherenkov
photons, fluctuations in the bar (transport in the bar, reflections, escaping, attenuation of the
glue), and fluctuations due to the PMT. The first term (Cherenkov effect) is in the 5% range
based on simulations (the distribution of generated photons is characterized by Q1 = 690, Q2
=725, and M = 708 in our bars). Fluctuations coming from the photomultiplier are at a level
of 7% for a constant optical signal level. Fluctuation of signal due to transport in the bar thus
dominates. This study did not take into account cross-talk contributions from the adjacent
pixels (the bars were tested separately). We measured a higher level of fluctuations by 2 — 4%
per bar when both bars per train were used. However, this result needs a verification.

6. Resolution of the trains

The aim of the ToF detector is the measurement of arrival time with a resolution below 20 ps.
For the given configuration, we studied the timing performance with two bars per train only.
For such studies we preprocessed the output signal by means of the CFD module, see Fig. 5.
The timestamp of the leading edge was treated as the arrival time of a signal pulse. The
arrival time of a signal pulse from the PMT was calculated with respect to the arrival time of
the SiPM detector serving as a trigger (the first SiPM in the chain, see Fig. 5). The SiPM
detectors were measured between each other to evaluate their time resolutions. The time
resolution of the SiPM trigger was measured as 12 ps.

As an example, results of time measurements of the train 2 are plotted in Fig. 7. Note that
the resolutions are calculated from the Gaussian fits. Here, the sigma values embody a
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contribution from the trigger SiPM detector. The mean values are artificial and have no
meaning. The arrival time of the train was calculated as the arithmetic average of the arrival
times of each bar in the train. The distributions deviate from the Gaussian distribution at the
tails. The origin of the tails is still not fully understood and it will be investigated in next test
beam measurements.

The results of timing measurements are summarized in Table 2 for all trains. The
contribution of the SiPM trigger was subtracted. We estimated the measurement error + 2 ps
based on results from 5 independent measurements. The measured resolutions vary with the
position of the beam with respect to the train edge (see also Fig. 1 for the edge specification)
due to the fact that the signal amplitude decreases with the distance from the edge (this effect
was studied in [4]). At first sight, the B bars embody better timing resolutions compared to
the A bars. This originates from the fact that the signal of the B bars is enriched by photons
coming from the A bars. The infiltration takes place near the edges of the bars. According to
simulations, the hit count of the B bars grows by 5% at the edge and by 40% at 5 mm from
the edge. However, this optical cross-talk does not contribute to the signal correlation
between bars because photons are generated independently and each photon contributes to a
one channel (a PMT pixel) only. Assuming the case of four bars per train, all bars receive a
contribution of photons generated in the foregoing bar except the first one. Thus the first bar
suffers from a smaller hit count which could eventually result in a worse resolution based on
the PMT response (timing resolution vs. number of photoelectrons, to be specific).

Resolution (Train 2, edge)
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Fig. 7. Time resolution of the train 2 at the edge.

In Table 2, the resolution difference between the A bars and the B bars is emphasized at 5
mm from the edge (9 — 12 ps) compared to the edge position (5 — 8 ps). Only the 1A bar
profited from its taper having a higher signal level, see Fig. 6(a), which partly compensated
for the lack of signal. The resolution of the train arrival time is theoretically lower than the
one of single bars by the factor 1//N, where N is the number of bars in the train, providing the
output signals from the bars are mutually independent (uncorrelated) and the time resolutions
of bars are similar. The latter condition is not apparently met in our case. We expect it to be
more closely to the 1/VN rule for the full train scenario and a new PMT with better timing
performance.

Correlations between bars generally worsen the time resolution of the whole train. A
charge sharing between the PMT pixels causes a correlation between signal outputs at some
level. Based on our raw signal analysis, we estimated the amplitude correlations to be
approximately 10% between the A bars and the B bars caused by the charge sharing.
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Table 2. Resolutions of the bars and the trains in picoseconds (estimated error + 2 ps).

Train Position Bar A Bar B Whole train
| edge 31 26 23
5 mm from edge 40 31 28
5 edge 34 26 25
5 mm from edge 42 31 33
3 edge 31 26 25
5 mm from edge 41 31 34
4 edge 33 26 27
5 mm from edge 42 29 33

Although we used only two bars per train, i.e. half of the design number of bars, the
resolution values at the edge of the ToF detector are already close to the final specification of
10 — 20 ps. For next studies we plan to have a setup with four bars in trains and a PMT with
suppressed charge sharing and a better timing performance.

7. Conclusion

We have presented the design, construction, and initial performance measurements of the ToF
prototype for the AFP project. The selected geometry of the bars was determined and based
on our previous simulation studies. The produced bars were tested at the CERN-SPS test-
beam facility (120 GeV 7 + particles) in November 2014 and September 2015. Besides this,
additional studies and measurements were performed to estimate the limits of the design, in
particular the study of the elbow mirror reflection, and the transmission of suprasil and the
glue in the deep UV region. Radiation hardness of these components are outside the scope of
the paper and will be published separately.

The reflection on the mirror layer on the bar elbow introduces a loss of 10 — 12% and
depends on the polarization state of the light as the Cherenkov light is strongly polarized. Our
simulation studies showed that the p component of the incoming photons prevails over the s
component (peak of s/p ratio at 0.34) in the frame of the bar design. Suprasil material has the
transmission edge at 166 nm (for the thickness of 4 mm). For the wavelengths above this
limit, the transmission reaches 91%. Concerning the glue, the main issue is a shift of the
transmission edge up to 233 nm. This results in a signal loss of at least 20%.

Measurements in test beams at the SPS at CERN have proven the usefulness of the taper
solution as described in [4] which increased the signal level by 30%. On the other hand,
adding a taper results in a thinner radiator and therefore lower acceptance. Thus, in order to
fully cover the required acceptance window, one needs either to omit the taper or to increase
the number of trains. The latter option amounts to a higher pixelization.

The resolutions of the trains of bars were measured to be in the range from 20 to 33 ps and
worsen with the increasing distance of the beam from the edge. In the presented setup, we
focused on the overall timing performance of the ToF prototype with just two bars per train.
A full train setup will be used in next test beam measurements, which will allow us to study
more aspects of the ToF performance issues.
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Abstract: We present results of the timing performance studies of the optical part and front-
end electronics of the time-of-flight subdetector prototype for the ATLAS Forward Proton
(AFP) detector obtained during the test campaigns at the CERN-SPS test-beam facility
(120 GeV n* particles) in July 2016 and October 2016. The time-of-flight (ToF) detector in
conjunction with a 3D silicon pixel tracker will tag and measure protons originating in central
exclusive interactions p + p — p + X + p, where the two outgoing protons are scattered in the
very forward directions. The ToF is required to reduce so-called pileup backgrounds that arise
from multiple proton interactions in the same bunch crossing at high luminosity. The
background can fake the signal of interest, and the extra rejection from the ToF allows the
proton tagger to operate at the high luminosity required for the measurement of the processes.
The prototype detector uses fused silica bars emitting Cherenkov radiation as a relativistic
particle passes through them. The emitted Cherenkov photons are detected by a multi-anode
micro-channel plate photomultiplier tube (MCP-PMT) and processed by fast electronics.
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1. Introduction

Precision timing is necessary for many applications, ranging from Positron Electron
Tomography (PET) scans to particle physics. For high energy physics, it is typically
combined with a momentum measurement to determine the mass of the particle, which in turn
defines the particle’s identity. Timing detectors can be used as well as a part of the proton
tagging detectors to decrease the background to central exclusive production (CEP) events
p+p—p+ X+ p, where X stands for the centrally produced system, which could consist of
a pair of jets or particles, a pair of intermediate vector bosons (W W), or even a Higgs boson
H [1,2]. At a high luminosity, the environment of the Large Hadron Collider (LHC) places
stringent demands on the timing detectors: high resolution (~10-20 ps, equivalent to the
2.1-4.2 mm interaction vertex resolution), radiation hardness, long lifetime (the integrated
charge of at least 10 C/cm?/yr), and multi-proton detection capabilities. To access low masses
of the centrally produced system X, it is crucial to measure as close to the proton beam as
possible, therefore an edgeless design is required. ToF detectors based on Cherenkov
emission in fused silica radiators [3] are treated as an interesting choice.

The AFP detector is designed to tag protons outgoing from ATLAS interaction point (IP)
in the very forward direction. For this purpose, it consists of two near stations (at 206 m from
IP), one per side, fitted with a 3D silicon pixel tracker; and two far stations (at 217 m from IP,
one per side) with the silicon tracker together with a ToF detector. The two ToF detectors
provide a time difference between the times of flight of the two protons in the CEP events. As
the speed of the protons differs from the speed of light by a negligible amount, it is possible
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to determine where the protons originated from (the longitudinal primary vertex position)
based on the time difference, which provides high background rejection when combined with
other means of the vertex reconstruction.

The ToF design for the AFP project is based on benchmark studies [4]. The ToF geometry
is outlined in Fig. 1. It consists of a 4 x 4 matrix of L-shaped bars made of fused silica. Each
bar serves both as a Cherenkov radiator and a light guide towards a fast MCP-PMT device.
The rows of four bars alongside the beam axis are called trains and labeled with a number,
Fig. 1(a). The columns are labeled with letters A, B, C, and D along the direction of the
incoming particle. In this way, the bars in the Train 1 are labeled 1A, 1B, 1C, and 1D and so
on for the other trains. We produced two extra sets of bars (constituting full trains) with
different geometries for the positions of the Train 1 and the Train 2. We labeled them the
Train 5 and 6 to distinguish the original trains from the new ones (still having at most four
trains in a ToF installation).

The selected shape originates from the space limitation given by the available space inside
the housing that AFP uses (the Roman pot). The benchmark study [4] introduced several key
concepts adopted in the final design and construction of our ToF prototype and also shown
simulation results for the developed geometry. Particularly a taper cut was proposed to speed-
up total-reflection pathways. Also, the radiators are tilted at an angle of 48° with respect to
the beam, which corresponds to the Cherenkov angle for the fused silica. Because of this, the
direct photons from all bars within a train arrive at the same time. The bars are produced from
2 pieces and glued by the Epotek 305 UV transparent glue [5]. All the surfaces of the bars are
polished and only the area of the 45° cut on the outside of the right angle joint of the radiator
and light guide parts is aluminized, since it is the only part where the total reflection condition
is not met for a substantial fraction of photons. Construction details are discussed in the
previous study [6] together with the first timing results.

The edge plane of the ToF detector is an important characteristic which is formed by
individual edges of all bars, Fig. 1(a). It is the place where the detector has the best resolution
as discussed throughout the paper. The AFP detector acceptance area is 16.3 x 20.0 mm®
given by the tracker dimensions [7] and the tracker tilt as illustrated in Fig. 1(b).

Taper Radiators  Train:
1

TOF

Edge of ToF
(a) ®)
Fig. 1. (a) Geometry of ToF, (b) ToF with tracker modules (not in scale).

Sensor plane

2. Experimental setup

The ToF prototype was tested during several test campaigns at the CERN-SPS test-beam
facility (120 GeV = + particles) in the last three years. Here we present results from the
campaign in July 2016 and October 2016 which were dedicated to timing studies.
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Fig. 2. (a) Detail view of the ToF subdetector, (b) the Planacon XPM85112 MCP-PMT, (c) the
layout of the occupancy of the PMT pixels with bars.

The ToF subdetector is depicted in Fig. 2. The matrix of 4 x 4 bars is fixed to the PMT by
a duralumin holder, Fig. 2(a). The bars are held by the duralumin plates within machined
grooves. The plates are partially separating the light guide part of the bars of different trains.
The grooves are designed to provide firm placement of the bars while keeping the minimal
touching surface between the bar and the holder. The PMT is a new Planacon XPM85112
MCP-PMT [8] with 16 pixels (channels) in the 4 x 4 matrix, Fig. 2(b). Each bar is designed
for a dedicated pixel. The layout of pixels occupancy is sketched in Fig. 2(c). The trains
1 and 2 were alternatively replaced by the trains 5 and 6, respectively, during the studies.
Table 1 summarizes dimensions of the bars. See Fig. 1(a) for the meaning of the light guide
and the radiator and [6] for the geometry and the construction details.

Table 1. Dimensions of the ToF bars.

Train Light guide Length of the radiator [mm] Radiator Taper* [mm]
length [mm] | Bar A Bar B Bar C Bar D | height [mm]

1 70.3 63.4 57.8 522 46.5 3 2

2 65.2 59.2 53.5 47.9 42.3 5 0

3 60.1 52.9 473 41.7 36.0 5 0

4 55.0 46.6 41.0 354 29.8 5 0

5 70.3 62.4 56.8 51.2 45.5 2 3

6 66.2 58.2 52.5 46.9 41.3 4 1

The cross-section dimension of all light guides is 5 x 6 mn?’, the thickness of all radiators is 6 mm
[6].

*The taper value is the difference between the nominal and tapered light guide width at the narrowest
place. For more details on the taper optimization, see the design study [4].

The photograph of the measurement setup is shown in Fig. 3. The beam passed through
two tracker modules, the ToF subdetector under study, an auxiliary ToF module, other two
tracker modules, and two SiPM detectors used as a trigger. The auxiliary PMT detector was
added for complementary studies and it is not discussed in the paper.
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Fig. 3. Experimental setup.

Each SiPM trigger detector consisted of a 30 mm long fused silica bar of 3 x 3 mm? cross-
section coupled to a silicon photomultiplier (SiPM) manufactured by ST Microelectronics
(NRDO09 1 with 3.5 x 3.5 mm” and 58 um cell size). The SiPM detectors are also based on
Cherenkov radiation. The trigger detectors were placed on a two-axis movable stage
(remotely controlled) to select dedicated areas of the ToF detector for timing studies. We
mostly used the first SiPM detector (closer to the ToF part) as a trigger. The latter one was
used for the measurement of their mutual resolution and in turn the resolution of the first one.
We added another SiPM detector (not in the figure) to measure the timing resolution of the
first and the second SiPM detectors at the beginning of the timing performance studies. The
third SiPM detector comprised of SensL SiPM sensor (MicroFC-SMA-30050 with 3 x 3 mm?
and 50 um cell size) coupled to 10 mm long fused silica bar of 3 x 3 mm” cross-section. In the
following, we use the term trigger for the first SiPM detector.

The Planacon XPM85112 MCP-PMT operated at the high voltage of 2100 V,
corresponding to the gain 5-10* for an optimal separation of the useful signal from the
pedestal (see distribution of signal amplitudes in Fig. 4(b) — the noise pedestal is represented
by narrow peaks reaching down to —100 mV, while the useful signal amplitudes fall below
—150 mV). The signal output of the MCP-PMT was amplified by two-stage preamplifiers.
The first stage consisted of a current-to-voltage (A-V) converter with a 1 kQ resistor and a
voltage amplifier with the amplification of 10 (the gain of 20 dB). The second stage was a
voltage amplifier (V-V) with the same amplification of 10. For raw signal studies, the
amplified signal was then directly analyzed with the Agilent Infiniium DSA91204A
oscilloscope (12 GHz, 40 GS/s, 4 channels) together with the LeCroy WavePro 7200A
(2 GHz, 10 GS/s, 4 channels) in a slave mode. For timing studies, the raw signal was
preprocessed with a constant fraction discriminator (CFD) with the constant fraction tuned for
the MCP-PMT signal shape (42%). Apart from the constant fraction, there is also a fixed
threshold in the CFD, above which, the signal is rejected. The threshold level was set to
—150 mV for the pedestal rejection. In both cases, the signal was triggered with the SiPM
detector signal amplified by a 32 dB amplifier and processed with another CFD module (here
the threshold was set to —400 mV). The trigger detector was moved vertically to select a
specific train for measurements.

3. Measurements and results

During all measurements, we positioned the trigger to have its coincidence with a dedicated
ToF area in the beam. We used the tracker module to align and mark the positions of the
trigger to have the coincidence with any of the trains (the vertical position of the trigger) both
at the edge of the ToF and at the distance of 5 mm from the edge (the horizontal position).
There was a special scan of the timing resolution in the range of distances from the edge. The
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measurements on the (ToF) edge were done having the edge of the SiPM trigger (with the
3 x 3 mm? cross-section) aligned to the ToF edge. Thus, the measurements on the edge were
in fact aggregate measurements in the range of distances from 0 mm to 3 mm from the edge
and similarly the measurements at 5 mm from the edge were aggregate measurements in the
range of distances from 5 mm to § mm from the edge.

In the following, we refer to the measurements at each train having in mind the chain of
bars in the given train and corresponding pixels of the PMT. In several places the results are
presented for a single bar, where all bars, but the one under study, were removed from the
ToF detector. This provides a useful insight about a crosstalk and an uncorrelated time
resolution.

Raw signal measurements

Measurements of the raw signal were important for setting up the operating high voltage of
the PMT and the threshold of the CFD modules. As we mentioned in the previous section, we
found the optimal operating high voltage of 2100 V. The thresholds of the CFD modules were
set to —150 mV. Moreover, a crosstalk between the PMT pixels was studied in the raw signal
domain.

A typical signal output from the bar 6B is plotted in Fig. 4(a) in the overlapped mode to
see how the signal fluctuates within run. Figure 4(b) shows several histograms of the signal
amplitudes of the bars in the Train 6 to compare the signal level at the edge of the trains and
at the distance of 5 mm from the edge. There is a significant decrease of the signal amplitude
of the bar 6A (and the A bars in general) by 29% at the distance of 5 mm from the edge
compared to the situation at the edge due to a missing contribution of the Cherenkov cone
otherwise reflected from the edge side. This missing part of the cone is accepted by
subsequent bars. We measured the decrease by 19% for the bar 6B, 6% for the bar 6C, and
2% for the bar 6D. The analogous decrease in case of the Train 2 was 46% (!) for the bar 2A,
24% for the bar 2B, 14% for the bar 2C, and no change in case of the bar 2D. The situation is
analogous for the other trains. This effect was partly studied in the design study [4] and it is
discussed in the Discussion section below.

Set of typical signal profiles ina run (30000 events, the bar 6B) Distribution of the signal amplitudes on the Train 6
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Fig. 4. (a) Overlapped set of typical output signal profiles in the Train 6, (b) examples of the
amplitude distributions.

Concerning the effect of the taper, we found the signal coming from the bars with the
taper to be higher by at least 33% with respect to the bars without the taper (on average, the
mean values —450 mV or —400 mV compared to —300 mV). This was also observed in the
previous measurement campaigns [6,9]. As a result, the efficiency of the detection is higher
for the bars with the taper. The detector efficiency was not the subject of the presented
measurements as the measurements in combination with the tracker provide more information
[10]. The preliminary result, based on the presented raw measurements, is that the efficiency
with respect to the trigger of single bars in the Trains 2, 3, and 4 (without the taper) is at least
72% for given HV and threshold settings and it is higher by 5-10% in the Train 5 (with the
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taper). Furthermore, the efficiency is higher when all bars are installed, where the efficiency
of all but A bars is above 85%.

We were also interested in the leakage of the signal from a single bar into adjacent pixels
of the PMT. Selected results of the crosstalk studies for the bars 6A and 6B are plotted in the
Fig. 5(a). Here, each cell represents a pixel of the PMT and the layout corresponds to the one
in Fig. 2(c). The pixel occupied by a bar is red. The crosstalk was treated as a relative level of
signal coincidences between the pixel occupied by a bar and a given adjacent pixel - in other
words, how often an adjacent pixel and the pixel occupied by the bar produced a signal above
the specific amplitude level in the same event. This quantity is labeled ci in the plots in Fig. 5
and three values are displayed for three thresholds of the amplitudes: —100 mV (the pedestal
limit), =150 mV (the CFD thresholds), and —200 mV. The m quantity is the mean amplitude
of the signal detected in a pixel. Note that we found the pixel 21 to be noisy (the mean
pedestal amplitude m was higher by the factor of 1.4).

The threshold —100 mV is approximately the limit of the pedestal region, see Fig. 4(b),
thus the ci(—100 mV) indicates the total signal coincidences regardless the amplitude
threshold except the pedestal. The level of coincidences is less than 5% at this threshold
across all measured pixels (except the noisy pixel 21). The amplitude level =150 mV is the
CFD threshold value. Thus, the coincidence above this level refers to the signals used in the
timing processing. The level of coincidences is less than 2% at this threshold across all
measured pixels. We added the amplitude threshold —200 mV for the test of eventual change
of the CFD threshold setup. We got 0.5% of coincidences in this case.

Crosstalk studies - the bar 6A mounted (pixel 31) Crosstalk studies - the bar 6B mounted (pixel 32)

1 NIA NiA i N/A NIA 1 NIA NIA NIA NIA

NiA N/A

NiA NIA

NIA NIA

Fig. 5. Leakage of the signal to adjacent pixels from (a) the bar 6A, (b) the bar 6B. The axes
give the MCP-PMT pixel number, as shown in Fig. 2(c).

Of course, the crosstalk to an empty pixel is enhanced if two adjacent bars are occupied
by bars producing a signal. Figure 6(a) plots coincidence results on selected pixels in the
scenario with the bars 6A (the pixel 31) and 6C (the pixel 33) involved. In this case we
studied the signal coincidence of the empty pixel 32 when the both bars triggered a signal in
the same event. The level of coincidences grew up to 7% at the threshold of —150 mV.
Figure 6(b) compares histograms of the signal amplitudes in the pixel 32 in three cases:
(1) with no bar anywhere (the pedestal), (2) with one bar on the pixel 31, and (3) with the
situation using the two bars on the pixels 31 and 33. The last case indicates the crosstalk level
between pixels in the train. As we can see, the mean amplitude of the signal grew up by
—43 mV from the value of —56 mV (the pedestal) to —99 mV. As the mean amplitude of the
signal from the bar 6B is —523 mV, see Fig. 4(b), the crosstalk contribution from the adjacent
bars (pixels) is approximately 8%. This is already a relevant factor influencing the timing
performance of trains because the correlation between bars in a train has a negative impact on
the train’s timing resolution.
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Crosstalk studies - the bars 6A and 6C mounted (pixels 31,33) Distribution of the signal amplitude in the pixel 32
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Fig. 6. (a) Leakage of the signal to adjacent pixels from the pair of bars 6A and 6C (the axes
give the MCP-PMT pixel number, as shown in Fig. 2(c)), (b) histogram of the signal
amplitudes in the empty pixel 32 in different bars configuration.

Timing measurements

The measurements of the timing resolution of the bars and the whole trains were performed
with respect to the first SiPM detector acting as the trigger. Its cross-section dimension of
3 x 3 mm’ defined the spatial resolution in the characterization of the ToF timing
performance. We preprocessed the output signal by the CFD module. The timestamp of the
leading edge was treated as the arrival time of a signal pulse. The arrival time of a signal
pulse from a PMT pixel was determined relative to the arrival time of the trigger (the time
difference). In the following, we express the timing resolution by the sigma parameter og; of
the Gaussian fit of the timestamps distributions, see the example in Fig. 7(a), and by the full
width at half maximum (FWHM) of the measured data sample.
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Fig. 7. Timing resolution of single bars 2B and 6(b) at the edge.

First, the timing resolution of the trigger was investigated. To do so, we added the third
SiPM detector to the setup right after the second SiPM detector. We measured the mutual
timing resolution of all SiPM detectors using each detector one after another as a trigger. The
resolution of the first SiPM detector was resolved to o = 10 ps (FWHM 25 ps). The stability
of its timing performance was then repeatedly verified with respect to the second SiPM
detector. The third SiPM was then dismounted from the setup.

We mainly focused on the timing resolution of all trains at the edge and 5 mm from the
edge and of selected single bars at the edge. Note the train resolution is the time resolution

obtained from the distribution of the average times ¢

4
= l ¢, where £, is the time with
train 4 i i

i=1
respect to the trigger measured by i-th bar in the train in a given event. Figure 7 plots
examples of the timing resolution of the bars 2B a 6B at the edge. Note that the sigma
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parameter in the statistics box is the sigma of the distribution fit which is not corrected to the
contribution of the trigger. Table 2 summarizes the timing resolution of dedicated bars at their
edge. The bars 2A and 2B without the taper have a slightly worse resolution by 2 ps
compared to the rest of the bars in with the taper. Measurement uncertainty was estimated
from 5 independent measurements of the same bar to be + 2 ps in terms of standard deviation
o (£ 5 ps in FWHM), which corresponds to = 1 ps uncertainty of the train time resolution o
(=2 ps in FWHM).
Table 2. Timing resolution of selected single bars at their edges (uncertainty + 2 ps in o5,
£5 ps in FWHM).

Bar oy [ps] FWHM [ps] Bar o [ps] FWHM [ps]
1B 22 54 |I5SB 22 53
2A 24 58 [|6A 20 50
2B 24 58 [|6B 21 52
SA 23 60

Measurements of the timing resolution of the whole trains were the main scope of the
presented test campaigns. We measured the resolutions at the ToF edge and at the distance of
5 mm from the edge. The example of the timing resolution of the Train 6 is shown in Fig. 8.
Results of the timing studies for all trains are summarized in Table 3.

og(train)=14 ps Resolution of the Train 6 at the edge
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Fig. 8. Timing resolution of the Train 6 at the edge.

Table 3. Timing resolution of trains (uncertainty + 1 ps in 65, + 2 ps in FWHM).

Train edge of the ToF 5 mm from the edge

o [ps] FWHM [ps] o [ps] FWHM [ps]
1 14 34 15 38
2 15 34 17 41
3 15 34 17 42
4 15 35 17 43
5 14 36 17 36
6 14 35 15 37

The Train 2 was also the subject of the scan over the range of distances from 0 to 20 mm
from the edge. As in all the previous cases, the distance value is the lower bound of the 3 mm
interval given by the 3 x 3 mm?’ trigger. Therefore, the 0 mm corresponds to aggregate
measurements in the range of distances from 0 mm to 3 mm from the edge and similarly e.g.
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20 mm from the edge were aggregate measurements in the range of distances from 20 mm to
23 mm from the edge.

The timing resolution of the Train 2 as a function of the distance from the edge is plotted
in Fig. 9(a). The timing resolution is approximately linearly dependent on the distance from
the edge (however, there is a deviation from the linear fit in case of the FWHM). ¢ and
FWHM values are in a good agreement as shown in Fig. 9(b) (for a Gaussian distribution
FWHM = 2.350), which justifies the use of the ¢ for the timing resolution, even though the
time distribution, as shown in Fig. 8, slightly differs from a Gaussian distribution.

4. Discussion

The raw signal studies confirmed a variable strength of the signal across the bars in a train.
We expected a lower signal level at the A bars compared to the rest of the bars in the train due
to the leakage of the optical signal near the train edge. According to the simulations, the part
of the Cherenkov cone leading to the edge of the bar is totally reflected towards the sensor.
We call this part of the Cherenkov cone a negative wing, as in the previous studies [4].
However, photons of the negative wing also leak to the successive bars near the back end of
the bar as visualized in Fig. 10(a) using the Geant4 toolkit [9,11].

Timing resolution of the Train 2 Correlation of o, and FWHM for the Train 2
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Fig. 9. (a) Timing resolution of the Train 2 as a function of the distance from the edge; (b)
correlation of 6 and FWHM measures of the timing resolution.
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Fig. 10. Optical leakage between bars near the train edge, (a) visualization in Geant4, (b)
contribution of the own and the parasitic fractions to the total hit count in the sensor.

This effect strongly depends on the distance of the beam particle from the edge as seen in
Fig. 10(b) for the case of the pair of the bars 1A and 1B (the models). In the plot, the green
curve plots the total amount of photons generated by a proton traversing the bars at the given
distance from the edge, reaching the detector pixel for the bar 1B normalized to the case at the
edge. It is the sum of the contribution of the photons generated in the bar 1B itself (the blue
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curve) and of the contribution of the parasitic photons generated in the bar 1A (the red curve).
As there is no bar in front of the A bars, those bars suffer from the missing parasitic fraction
resulting in a lower signal level and in turn a worse timing resolution and efficiency.

We can see that the total number of detected photons (the green curve) decreases with the
distance from the edge. This results in the worsening of the bar resolution with the increased
distance of the beam from the bar edge. At the distances above 10 mm the effect diminishes
because all photons from the negative wing leave the ToF and they do not contribute to the
signal output from the train. This has a negative impact on the timing resolution of the bars
and of the trains themselves as seen in Fig. 9. Moreover, a lower signal level also means a
lower detection efficiency of a single bar.

The measurements of the bars with the taper are in agreement with the expectation from
the simulation results presented in the design study [4]. However, the uncertainty of the
simulation is large due to the lack of a more precise PMT response model. The simulation
predicted an increase of the number of detected photons by 20-50% depending on the
collection time of the PMT, while the presented measurements show at least 33% increase.

The obtained timing resolution comprises of time smearing in bars and MCP-PMT, and a
jitter of the CFD module (6 = 5 ps). In addition, there is a systematic shortening of an optical
path of the fastest photons as the distance of a hit from the edge increases. The shorter optical
path is partially compensated by a longer time of flight of a beam particle before reaching the
bar. Since we are triggering on the 3 x 3 mm?® SiPM detector, the obtained time distributions
are smeared mixture distributions for the range of hit positions. We calculated the combined
contribution ¢ to be less than 3 ps.

There is still an additional contribution of a TDC used to read out the ToF system, which
is not included in the presented results. The currently used HPTDC [12] based unit adds 14 ps
[10] in quadrature to a single bar time resolution (specific channel combinations might lead to
a larger contribution), but there is a planned upgrade to a picoTDC based unit (which is under
development), where the jitter should be below 3 ps.

Concerning the timing resolution of the whole trains, the electronic crosstalk would play a
significant role (since the optical signal from all bars in a train arrives at the MCP-PMT at the
same time, optical crosstalk is not causing deterioration). As seen in Fig. 6, its level was
approximately 7% based on the contribution from both adjacent pixels (in frame of the train
alone). Although it increases the signal amplitude of the channel (the bar plus the pixel), it has
no positive effect on the timing resolution of the channel comparing results of the timing
studies of single bars to the ones of the whole trains, see the sigma values of the bar 6B in
Fig. 7(a) and Fig. 8. Conversely, this crosstalk deteriorates the resolution of the whole train.

Theoretically, the timing resolution of the train is better than the one of single bars by the
factor of 1/NN, where N is the number of bars in the train, providing the output signals from
the bars are mutually independent (uncorrelated) and the time resolutions of bars are similar.
For instance, it is visible in Fig. 8, that the bars of the Train 6 have the timing resolution
approximately 22 ps on average (after the subtraction of the trigger contribution). This
theoretically leads to the timing resolution of 11 ps of the whole train. Due to the crosstalk,
the measured resolution is 14 ps instead. We obtained similar results in our previous
measurements with a different PMT [6] where we estimated the level of crosstalk to be 10%.

5. Conclusion

Despite the negative contributions of the crosstalk, we measured the time resolution of the
ToF optical part and front-end electronics to be below 20 ps. The ToF was installed to the
LHC tunnel together with the AFP detector in March 2017 and it is being tuned now to
achieve a requested operational performance.

There are still several issues to be solved. The production of the bars is based on the
bonding of the bar arms together with a suitable glue [6]. The glue itself attenuates the signal
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approximately by 20% in the deep UV region. In the near future, the development of a single-
piece bar production is of the highest priority.
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We report here on a set of experiments that focus on measuring the timing performance of the Photonis
miniPlanacon XPM85212/A1-S microchannel plate photomultiplier tubes along with the detector response at
high event rates. The detector has a single photoelectron timing resolution of 30ps at low rates (10kHz). We
show that both the gain and the timing start to deteriorate around 1 MHz with 20 photoelectrons per channel
at 10* target gain, giving the current per unit of area limits of 1.38 pA/cm? and 2.38 pA/cm? for the two tested
devices. Photo-multiplier tubes with lower micro-channel plate resistivity exhibit a better rate capability due
to the faster replenishment of the charge inside the microchannels. As we demonstrate, another method to
improve the rate capability is to operate the photon detector tubes at a lower gain by reducing the supply
voltage and compensating for the loss of amplitude by an additional amplification stage at the expense of the
achieved timing resolution. The tube active area over which the beam is spread also plays a role since the
same amount of light yields a better rate capability when spread over a larger area. The tubes exposed to high
event rates showed an uncharacteristically slow recovery back to its initial gain with 80 % of the initial gain

recovered only after several tens of minutes.

1. Introduction

Photomultiplier Tubes (PMTs) are widely employed in particle
physics experiments to detect photon fluxes as low as single photon
events. Micro channel plate (MCP) PMTs are preferred in environments
with strong magnetic fields where the conventional PMTs show severe
degradation in performance [1,2], or where timing resolution of the
order of few tens of pico seconds is required [3,4]. They also have a
very compact size and allow for easy pixelisation through the use of
multiple anode pads.

MCP-PMTs have been proposed as the photon detectors in the
Quartz Cherenkov ToF (Time-of-Flight) detector system [5], which is
a forward proton detector that has been added to the ATLAS detector
at the Large Hadron Collider. This system uses the Cherenkov radiation
produced within quartz bars as a trigger [6,7] and aims to achieve a
timing resolution of 10—20 ps [8]. Unlike typical ToF systems that have
the start and stop signals to measure particle velocity, we propose to use
the time difference of the outgoing protons from diffractive events to
measure the vertex position and compare it to the vertex measured with
the central detector, enabling the rejection of the background due to the

* Corresponding author.
E-mail address: tomas.komarek@cern.ch (T. Komérek).
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pile-up events [5]. In order to measure the time difference between the
two outgoing protons with the required timing resolution, the time of
arrival of the proton is determined by averaging the four timing signals
corresponding to the proton traversing through the four quartz bars. A
proton hit on one quartz bar will result in Cherenkov photons (200-
450 nm) with the proton event rates exceeding 10 MHz. The Cherenkov
photons are expected to result in 15-20 Pe (photoelectrons) in the MCP-
PMT per quartz bar and thus, the proposed detector needs to provide
optimum performance at event rates exceeding 10MHz with 15-20
photoelectrons.

We report here on the performance of two candidate MCP-PMTs
(miniPLANACON XPM85212) by Photonis. These are one inch square
devices with 16 channels in a 4 x 4 matrix (5.8 mm channel size with a
6.4mm pitch) [9]. The MCPs within these PMTs have 6.5 yum pores that
are specially coated using ALD (Atomic Layer Deposition) techniques
that have been demonstrated to extend the lifetime of devices similar
to that required for our application (~ 10C/cm?) [10].
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Fig. 1. MCP front face image obtained with a confocal scanning microscope. The pores
are 6.5 ym in diameter in a hexagonal layout. The macroscopic hexagonal tile structure
edges and occasional minor defects are also visible. From the confocal microscope
image, we determined the pore coverage to be 60 %.

Table 1
PMT parameters.

Manufacturer’s specification using the recommended HV divider

PMT serial Rycp HV for 10° gain HV for 10° gain

9002096 36 MQ 2005V 2310V

9002097 29MQ 1920V 2165V

Estimates for both PMTs

Pore size 6.5 pum
Pore coverage 60 %
Photocathode — MCP in gap ~4 mm
MCP thickness 1.2mm
MCP out — anodes gap 0.5mm
Amplifier load resistor R, 50Q
MCP out blocking resistor Ry ~0.1Q
Anode inductance L, ~10nH
MCP out blocking capacitor (e} 4x 10nF
Photocathode — MCP in capacitance Crimi ~1.43pF
Photocathode — MCP out capacitance Crr—mo ~0.1pF
Photocathode — ground capacitance Cri_gna ~0.1 pF
MCP capacitance Cyicp ~38.1pF
MCP out — anode capacitance Cy,y ~0.6 pF
Anode — ground capacitance Cy ~0.64 pF
Amplifier input capacitance G ~2.5pF

2. General considerations

The MCP-PMTs tested here were specified to have TTS (Transit
Time Spread, a single photoelectron timing resolution) < 50ps, but
TTS < 35ps can typically be achieved under operating conditions. The
photocathode quantum efficiency peaks in the range of 300-400 nm at
above 20 % [9]. The MCP pore coverage was measured using a confocal
microscope scan of the MCP input side, as seen in Fig. 1. The rec-
ommended high voltage divider for these PMTs has 510k-5.1M-510k
resistor stages. We used this divider design in our tests.

2.1. Pulse shape

Many aspects of the PMT behaviour can be calculated or simulated
based on the PMT specifications and some estimated internal parame-
ters as listed in Table 1. We have electrically modelled the MCP-PMT
behaviour using the specified internal dimensions and the materials
(that gives an estimate of the capacitive couplings and inductances)
used inside the MCP-PMT along with the back-end readout electronics.
The model equivalent circuit with a current source representing the
operation of the MCP-PMT is shown in Fig. 2. The L,, C; and R, form
a low-pass filter with a cut-off frequency of 1 GHz that will influence
the output pulse shape and rise-time, but not the rate capability.
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Table 2
PMT rate capability estimates at gain 10* and N, =20 based on Eq. (1).

PMT serial MCP HV*® Rate limit estimate
9002096 1384V 7.5MHz
9002097 1356 V 9.1 MHz

2The applied MCP voltages for these are calculated based on the resistive divider with
510k-5.1M-510k resistor stages and the actual R of the MCPs.

2.2. Rate capability

The numerous beam tests of the prototype ToF detector [8] were
performed with low rates in the range of 5—20kHz (based on the beam
profile and the intensity) over all the PMT channels combined. As we
could not easily obtain a beam of suitable particles at megahertz rates
for our tests, the rate capability test was done using laser pulses as the
light source instead.

We used theoretical calculation to estimate the rate capability of
the PMTs. To produce such an estimate we consider the MCP recharge
current and charge per hit transferred to anodes based on gain. Based
on the results of simulations [6] and the PMT quantum efficiency,
we estimate each particle passing through the detector generates on
average N, =20 photoelectrons in the PMT per bar, times 4 bars hit.
However, assuming complete locality of the rate capability, we must
load the whole PMT in this scenario, multiplying the N, by 16 (the
total number of channels). The target PMT gain (using three signal
amplification stages) is g = 10*. The high voltage U, needed to apply
over the MCP through HV divider to achieve that gain as well as the
MCP resistance values Rycp vary from piece to piece (see values in
Table 1, the HV for other gains than specified by manufacturer are later
determined from fitted gain curves in Fig. 3a).

Considering the elementary charge e and a given rate f, the current
drawn from the MCP by electron multiplication is

I, = 16efgNy.
The strip current replenishing the charge is
I = Up/ Ryicp-

We now calculate the rate at which these two currents are equal, so

the charge drawn per hit 16egN,,. is equal to the charge replenished

through the MCP strip current Up/Rycp between hits. When the rate

approaches ~ 10% of this value, the gain is expected to decline due

to the lack of available electrons in the MCP [11]. The maximum rate

estimate without this decline is therefore
Up

f=01———
16eg Ryicp Npe

@
where g is a function of U for a given PMT piece.

HYV in Table 1 is the total voltage over the high voltage divider,
which supplies 5/6 of the total voltage to the MCP' [9]. A summary
of the calculated rate capabilities using both methods can be found
in Table 2. While the results of both estimates differ by a factor of
three, they are at the same order of magnitude, forming our baseline
expectation of the PMT rate capability. The gain curves for both PMTs
and the variation of the rate capability based on the second estimate
method can be seen in Fig. 3.

The MCP resistance Rycp is of a major importance here as it directly
influences the strip current and the MCP recharge speed. However, it
cannot be decreased to very low values as that would mean much more
heat being generated in the MCP where ways of removing heat are
extremely limited [12].

! In reality this is closer to ~ 4.3/5.3 due to the MCP being parallel to the
centre stage of the divider. This is taken into account in the calculations with
the actual R of the MCPs.
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Fig. 2. A semi-realistic model of a single channel of the PMT using the equivalent circuit is shown on the left (see Table 1 for parameter explanations and values). The microchannel
behaviour is emulated using a linearly-rising current source. Crosstalk can be simulated by connecting a 4 x 4 matrix of these single channel models. On the right, a resulting
signal and crosstalk in neighbouring channels are shown with an overlay of a real signal heatmap for comparison. The simulated signal has a slightly sharper edge (150ps rise

time), which matches the PMT rise time when measured without amplifiers (see Fig. 7).

107 T T T T

T T
PMT 9002096 -

FEENETHA

PMT 9002097 -

.

Lo

L L 1
1600 1700 1800 1900 2000 2100 2200 2300 2400

High voltage [V]

a)

OO oo
Fuae. PMT 9002096 -
i RN
10 £ T E
g £ S
=) [ RSN
o L hCS
g el
1E DN =
f Ty
[ "
L Y,
0.1 Ll il ]
10% 10° 108 107
PMT gain

Fig. 3. PMT gain curves based on datasheets (the voltage is applied using the recommended divider) and calculated rate capability estimates using the strip current limit method

(given by Eq. (1)) for N, =20.

The PMT gain is also very important. One proposed method to
improve the rate capability is to add another signal amplification stage.
The reduction of the PMT gain is achieved by a reduction of high
voltage which in turn influences the strip current as well, but the slight
decrease of strip current is negligible compared to the gain change
that spans orders of magnitude. Therefore the rate capability should
increase by about the same factor as the PMT gain decreases — as
shown in Fig. 3b.

Moving gain from PMT to amplifiers means much more effort must
be focused on removing any sources of noise while shielding the
setup against interference. The timing performance can otherwise be
compromised.

Another factor that can influence the rate capability of the MCP-
PMT is the non-uniformity of the light intensity over the MCP-PMT
window. Some level of local effects are expected to occur, and so if
the PMT is loaded by pulses of the same intensity only over a part
of the window, projecting to a part of MCP, a lower rate capability
is expected in that area. This effect will also play some role in the real
detector, as the bars closer to the LHC beam can be hit more often in
some scenarios. The magnitude of the local effect is however hard to
predict [13].

3. Measurement setup and protocol
3.1. Setup description
The measurement setup scheme is shown in Fig. 4. The Hamamatsu

M10303-29 laser system (405.6nm, 64.9ps square pulses) was used
as a light source. The beam spot size in each channel was 6mm?

Laser Trigger

Driver

Oscilloscope

Fig. 4. Measurement setup scheme.

unless specified otherwise. The PMT output signals were amplified
using custom broadband amplifiers (PAa + PAb), each with a gain of
20db [5]. In many measurements, a third amplification stage (PAc)
equivalent to the second stage was used for additional gain. The signal
was then observed with an oscilloscope triggered by the laser driver.
The oscilloscope we used was the LeCroy WavePro 760Zi with 6 GHz
bandwidth and a 40/20 GS/s sampling rate depending on the number
of channels in use.

Measurements other than TTS were performed using optical fibres
(either one or more) to guide the light into the desired PMT channels.?
Four channels are typically hit simultaneously in the AFP ToF detector,

2 The optical fibres used could spread the laser pulse in time, so for TTS
measurements the beam was directed to the PMT window with a mirror
instead. The fibres were necessary to hit multiple channels in a predictable
way.
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Fig. 5. High rate load effect on gain for the 9002096 PMT at 20Pe per pulse. Note
how the supply voltage needed for the 10* gain shifts to higher values.

therefore many measurements were done with four channels in a single
column being illuminated. The PMT anode region and the first stage
amplifiers (PAa) were carefully shielded against interference by using
a fine copper mesh. The second and third stage amplifiers PAb and PAc
had their own enclosures which provided sufficient shielding.

3.2. Measurement protocol

For timing measurement purposes, a software CFD (Constant Frac-
tion Discriminator) was implemented to determine the 42 %° signal
level trigger point of the PMT signal in order to correct for time walk.
The software CFD was also proven to perform within 1 ps of a properly
tuned hardware CFD circuit. For TTS measurements, a low light level
corresponding to 0.05 photoelectrons per pulse was used to minimize
the number of events with two or more photoelectrons.

After measuring the gain behaviour of a single channel at low
laser repetition rates (10kHz) recorded as pulse amplitude dependence
on the supply voltage, the PMT channel was loaded with a high
rate 10MHz light beam for one minute at 10° gain, corresponding to
50 pA/cm?. An effect of a decreased PMT gain was observed when
subsequently remeasured at low rates. This is illustrated in Fig. 5.
Repeated high rate runs did not decrease the gain further. A short-term
partial recovery in the order of minutes was observed, this effect is
discussed in more detail in Section 4.

Any influence of the short-term partial recovery after high rate
loading was mitigated by waiting before performing the next rate scan.
Scans were always done from lower to higher rates.

When performing the rate scans with 3 amplifier stages, the high
voltage was varied and a rate scan was performed for each value. The
PADb gain was also varied with attenuators to compensate for PMT gain
changes at different voltages. Four channels were illuminated in these
particular measurements using fibres with 20 photoelectrons per pulse
in each channel.

With two amplifier stages, a test where one or four channels were
illuminated was performed. In this case, the measurement was done
with 7 photoelectrons per channel for each pulse.

A test of the illuminated area variation in a single channel was done
by retracting the fibre by a set of distances from the PMT front face.
The overall amount of light was not changed for the different positions.
Only the area over which it was spread was larger than the 6 mm? used
in other measurements, up to 50 mm?. Stronger pulses of ~ 200 Pe were
used for this test.

The rate capability threshold was always evaluated as the point
where the gain drops to 80% of the gain at very low rates (10kHz)
using linear interpolation between the data points.

3 The 42 % pulse height fraction was previously determined to yield the best
timing resolution.
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Fig. 6. TTS (transit time spread) of single photoelectrons in the 9002097 PMT at 10°
gain.

4. Results

The TTS of the 9002097 PMT was measured to be 29.7 +0.5 ps after
subtracting the 65 ps contribution of the laser pulse width.* A 10° PMT
gain had to be used to achieve single Pe sensitivity. The distribution can
be seen in Fig. 6. The small tail on the right is caused by photoelectrons
that backscattered off the MCP input surface before being collected and
amplified by an MCP pore [14].

The rise time between 20% — 80 % amplitude of both PMTs with
20 photoelectrons per pulse and 10° gain as measured with our setup
was comparable at around 240 ps. However, when measured without
the amplifiers, the rise time was 150ps, showing that the amplifier
bandwidth is a limiting factor. The rise time distributions can be seen
in Fig. 7.

As can be seen in Fig. 8, the signal amplitude and therefore the PMT
gain starts to drop as the rates get to the megahertz range. The lowering
of the gain at which the PMT is operated (allowed by the third amplifier
stage) pushes the onset of this effect to higher rates while compromising
the timing resolution to a certain extent. The rate limit at 10* gain is
2.6 MHz (1.38 pA/cm?) for PMT 2096 and 4.2 MHz (2.38 pA/cm?) for
PMT 2097.

Fig. 9 (left) shows that the rate capability is dependent on the
number of channels illuminated. The rate capability drops to 40 % when
four channels are illuminated as compared to a single channel, keeping
the same amount of light per channel.

The rate capability also varies with the area illuminated (without
changing the total amount of light of ~ 200 Pe during the measurement)
as shown in Fig. 9 (right). The results reveal a linear dependence,
proving the saturation effect is mostly local. The current per area limit
stays close to 2.2 pA/cm? regardless of the area illuminated for PMT
2097, which is close to the previously established value.

After the PMT was loaded with high rates, the recovery to the
original gain took an unusually long time — several minutes for recovery
to 80 % of the original gain (with full recovery being reached only the
next day) — as compared to a few milliseconds with a typical non-ALD
MCP-PMT. This has been observed for ALD-treated MCP-PMTs from
other manufacturers as well [15]. Fig. 10 shows the initial recovery for
various lengths of the load time with 10 MHz pulse rates, corresponding
to 50 pA/cm?. A different behaviour was observed with 1s load time
and resulted in an initially faster recovery, but the long-term recovery
behaviour remained the same.

4 This timing resolution subtraction was supported by a Monte Carlo toy
model of a Gaussian (true TTS) and a square (laser) distribution convolution.



T. Komdrek, V. UrbdSek, A. Brandt et al.

Rise time with

hi_RiseTime_1{

Nuclear Inst. and Methods in Physics Research, A 985 (2021) 164705

Rise time without

hi_RiseTime_1{

Eniies 10000

count

Mean 02305
StdDev 0.006402

0.21 0.22 0.23 0.24

0.25
Rise time [ns]

Eniies 10000

count

1200

Mean 0.153
StdDev 0.008307

1000

80!

3

60

=)

40

S}

20

3

o

. . . .
.12 0.13 0.14 0.15 0.16 0.17 0.18
Rise time [ns]
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Fig. 10. Recovery behaviour after loading the PMT with 10 MHz pulse rates of N, = 20
at 10° gain for various lengths of time.

5. Discussion

The electrical model of Photonis miniPlanacons introduced in Sec-
tion 2 is matching observations in terms of signal, cross-talk and rise
time that was measured to be 150 ps. This value increases to ~ 240 ps
when amplifiers are used.

The PMT single photoelectron time resolution is 29.7 + 0.5 ps and
matches the manufacturer’s specification.

The rate capability is, as can be seen, limited and results in gain
losses in the megahertz range (Fig. 8). The rate capability for a 10*
gain shows a gain reduction of 80 % at 2.6 MHz for PMT 9002096 and
4.2MHz for 9002097. By taking into account the beam spot size and
gain, these then correspond to 1.38 pA/cm? and 2.38 pA/cm?.

To compare these results to the theoretical rate limit predictions in
Section 2, we have to first correct those to the smaller beam spot of
6mm? as compared to the 41 mm? channel area (1/16 of the total active
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PMT area) for which they were calculated. This correction gives us a
theoretical rate limit of 1.10 MHz for PMT 2096 and 1.34 MHz for PMT
2097. These match the measured limits very well, as they represent
the expected rate where the gain starts dropping, while the measured
rate limits represent the slightly higher rates where the gain already
drops to 80 %. Also the fact that only 1/4 of the MCP was loaded with
light during the measurement could play some role. PMT 9002097
performs better than PMT 9002096 due to its lower MCP resistance
and therefore a higher current that is replenishing the charge, which is
also as predicted.

Reducing the HV and therefore the gain has a positive influence
on the rate capability. However, as the SNR (signal-to-noise ratio)
degrades, it starts to negatively influence the timing resolution at
the same time. The plots in Fig. 8 can serve as a way to choose an
appropriate operating voltage where the trade-off between rates and
timing performances is acceptable, which would be 1750V (1.46 - 10*
gain) for 9002096 and 1650V (7.91 - 10> gain) for 9002097.

The rate capability of the PMT includes significant local effects.
When the beam is focused on a small area, the rate capability is
significantly worse than when spread over most of the PMT channel
(Fig. 9), keeping the limit at around the above mentioned values of
1.38 pA/cm? and 2.38 pA/cm?. Therefore, achieving a good signal
uniformity in real applications for all the channels allows for a better
rate capability, while most likely increasing crosstalk near the channel
boundaries.

The rate capability (again established as the rate at which gain is
reduced to 80 %) drops to 40 % of the original rate when four channels
are illuminated instead of one (Fig. 9). This also shows that the effect
is not simply completely local (as no change would be observed), nor is
it completely global (as it would drop to 25 %). This effect suggests that
nearby microchannels could be helping to replenish the charge where
it is depleted. This can no longer happen when those areas are depleted
as well.

As compared to the milliseconds needed with conventional (non
ALD-processed) MCP-PMTs, the recovery of the PMT gain after loading
with high pulse rates (10 MHz) takes an extremely long time — about
10 min for partial recovery to 80 % and a full day for complete recovery.

6. Conclusion

Two Photonis miniPLANACON XPM85212/A1-S MCP-PMTs were
measured using 405.6 nm laser pulses. The measurements were focused
on the pulse rate capability of said MCP-PMTs and on factors that can
help improve it. In particular, lower MCP resistance and operation at
lower gain were proven to play a vital role in efforts to improve the
rate capability.

However, both approaches have limitations. Too low MCP resis-
tance would cause overheating of the MCP unless it is possible to cool
it sufficiently. PMT operation at a lower gain (compensated by a third
amplifier stage) then results in a lower SNR, causing a degraded trigger
efficiency and also a worse timing performance. Low-noise amplifiers
(especially the first stage) and good electromagnetic shielding from any
external interference are therefore critical.

The illuminated area has a strong effect on the rate capability and
when spreading the same amount of light over a larger area, it helps
to achieve a proportionally better rate capability as well.

Given the limitations discussed above, these standard ALD PMTs
do not meet the requirements of the AFP ToF system. At 10MHz the
time resolution would be significantly degraded. In addition the long
recovery times are ill-suited to operational needs. On the other hand,
non-ALD devices without these rate issues will not survive long enough
to be useful. We are therefore exploring alternative solutions.®

5 XP85112/A1-URD, the candidate we will be exploring, features MCP
treated with a modified ALD process sequence and is expected not to suffer
from the extremely slow recovery. We also aim at a lower MCP R. This type
has however not been previously produced in the miniPlanacon form factor.
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Abstract: We present the results of performance studies of the upgraded optical part of the
time-of-flight subdetector prototype for the AFP (ATLAS Forward Proton) detector obtained
during the test campaign in a synchrotron test-beam facility with 5 GeV electrons at the DESY
laboratory (Hamburg, Germany) in June 2019. The detection of the particle arrival time is based
on generation of Cherenkov light in an L-shaped fused silica bar. In the previous version of the
ToF, all bars were made of two pieces (radiator and light guide) glued together with a dedicated
glue (Epotek 305). This solution suffers from additional radiation damage of glue. We adopted a
new technique of bar production without the need of glue. The new bars have a higher optical
throughput by a factor of 1.6, reduced fragility, and better geometrical precision.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

The design and the physics motivation for the need of time-of-flight (ToF) subdetector of the
AFP project itself was already described thoroughly in our previous papers: the physics concept
in [1,2], simulation benchmark studies [3], details of the optics in [4], and timing studies in
[4,5]. The detection of the particle arrival time is based on generation of Cherenkov light in an
L-shaped fused silica bar. For clarity, the geometry of the ToF detector is depicted in Fig. 1
together with its detailed view. The ToF assemblage consists of a 4 X 4 matrix of L-shaped bars
made of fused silica (SK-1300 by O’Hara). Each bar serves both as a Cherenkov radiator and a
light guide towards a fast multichannel-plate photomultiplier (MCP-PMT) device (the sensor
plane in Fig. 1). The rows of four bars along the beam direction are called trains and are labeled
with a number. The bars in each train are labeled with letters A, B, C, and D along the direction
of the incoming particles. In this way, the bars in the Train 1 are labeled 1A, 1B, 1C, and 1D and
so on for the other trains.

The L-shape design largely relies on a direct fast light propagation to the sensor (approximately
60% of all photon tracks in a bar accepted by the sensor). This means a bar has to be rotated

#394582 https://doi.org/10.1364/OE.394582
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Fig. 1. (a) Geometry of the ToF subdetector, (b) a detailed view of installed ToF bars
(reprint from [5]).

so that its radiator is tilted by the Cherenkov angle of 48 degrees with respect to the beam axis,
Fig. 1(a). In addition, direct pathways need to be reflected on the bar elbow which means a
45 degrees cut coated with an appropriate reflection layer. The part of the light propagated
using total reflections is delayed with respect to the fast direct propagation. The aforementioned
studies [3] proposed a so-called taper to speed-up total-reflection pathways. On the other hand,
adding a taper results in a correspondingly thinner radiator of a lower acceptance, see Fig. 1(a),
Train 1. Moreover, a radiator cut is another design improvement allowing higher signal due
to the additional back reflection of light with details described in [3]. Geometry of each bar
is designed so that the cut planes of all bar radiators form an edge plane of the ToF detector,
Fig. 1(a). Dimensions of the bars used in presented studies are summarized in Table 1 at the end
of this section. Dimensions of all bars can be found in [4]. The passage length of beam particles
through a radiator is 8.1 mm given by its thickness (6 mm) and tilt (48 degrees) with respect to
the beam axis. The acceptance area of the AFP detector is 16.8 x 20.0 mm?, given by dimensions
of a tracker module in front [6] and its tilt as illustrated in Fig. 1(a).

Table 1. Dimensions of bars in Train 2. The bar elbow with the 45 degrees cut is part of the

radiator.
Radiator Light guide
Bar | Height [mm] | Thickness [mm] | Length [mm] | Width [mm] | Thickness [mm] | Length [mm]
2A 5 6 59.2 5 6 65.2
2B 5 6 535 5 6 65.2
2C 5 6 47.9 5 6 65.2
2D 5 6 423 5 6 65.2

The ToF detector was installed as a part of the AFP detectors in the forward region of the
ATLAS detector on the Large Hardon Collider (LHC) in March of 2017. It was inserted into a
movable Roman Pot together with the tracker [7] at about 220 m on both sides downstream the
two beamlines. The working position was 1.5 mm from the beam centre. It ran till the end of
2017 in the LHC environment. The optics (and to a lesser extent the electronics) of the detector
was exposed to high radiation at the level of 700 kGy at a distance of 5 mm from the beam centre.
The bars themselves occupied a space in the region from 1.5 mm to 74.8 mm from the beam axis.
There is a large gradient in the radiation level about 15 kGy/mm [7], as well as a specific shape
of the illumination of the detector. This resulted in the development of activated hot spots in the
bars as measured after their removal from the LHC tunnel.
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We had tested the radiation hardness of the used fused silica glass SK-1300 and the glue
Epotek 305 by means of a proton beam (30 MeV) generated in the cyclotron facility in Nuclear
Physics Institute of the Czech Academy of Sciences in Rez near Prague (Czech Republic) [8].
We used circular samples (with outer diameter of 20 mm, and 2 mm thickness), some of them
glued together with the Epotek 305 for the glue tests. The radiation effects were measured as
a decrease of transmittance of the samples due to degradation of fused silica and of glue. The
spectral region was in the interval from 115 nm to 350 nm set by the vacuum spectrometer used
(the region of our interest was from 200 to 400 nm [3]). Figure 2(a) summarizes results relevant
for this work. We applied radiation doses according to predicted levels in the LHC [3] (the neq
stands for a neutron equivalent dose of the energy of 1 MeV): 700 kGy (neq = 3 - 10" cm™2) for
pure glass samples, 20 kGy (neq = 9 - 10'3¢m™2) for the samples with the glue (the glue junction
was at least 50 mm far from the beam center in the installation in the LHC).

Fig. 2. (a) Transmission spectra of the SK-1300 and Epotek 305 before and after radiation
(including Fresnell losses), (b) splitting of a laser beam observed during transmittance
measurements of irradiated bars.

The glass material of the bars was found to be sufficiently radiation hard. The transmittance
of the glass stays above 50% within the wavelength range of 200—400 nm up to 700 kGy of
irradiation dose. A significant decrease of transmittance due to irradiation occurs for wavelengths
below 200 nm where the quantum efficiency of the photomultipliers is unknown but is expected
not to be negligible. The glue itself deteriorates due to radiation in the order of tens of kGy and
exhibits a transmittance drop around a wavelength of 292 nm, see Fig. 2(a). Thus, even while the
bar material is sufficiently radiation hard, the glue reduces the radiation hardness of the full bars.
This resulted in a steady decrease of their optical throughput during the operation in the LHC.

We measured the total decrease of transmittance of one of the irradiated bars (with the label
1D) after the operation in the LHC. The transmittance was measured by means of a laser beam of
280 nm wavelength (accidentally close to the transmittance drop of the glue). The measurement
aimed to compare the signal power of the light beam passing the irradiated bar with one of
non-irradiated bars of the same geometry. The observed decrease of transmittance was 38% + 2%
due to radiation at that wavelength. Moreover, during the measurement we noticed that the laser
beam split at the glue layer as seen in Fig. 2(b). In the figure, the ordinary (expected) beam spot
is labeled 2 and the parasitic spot is labelled 1. The intensity of the parasitic light beam was 40%
of the signal level of the ordinary light beam.

The deterioration of the optical performance of the ToF detector due to permanent radiation
damage contributed to the decline of its efficiency during operation. The efficiency is directly
proportional to the average signal-to-noise ratio of the detector which in turn depends on the gain
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of the photomultiplier. The gain is determined by the high voltage applied. However, the gain of
photomultipliers for a constant high voltage decreases with higher rates of incoming light pulses
[9,10]. This is critical for applications at the LHC which operates at the frequency of 40 MHz.

The development of L-shaped bars without a need of glue junction was highly desirable
to improve the ToF timing performance and efficiency (including radiation hardness). The
production of solid one-piece L-shaped bars was not trivial. The technique was chosen such
that the skeleton of the whole train (four bars) was produced in one step considering a designed
spacing of 0.4 mm between the bars in the installation. This allowed for precise alignment of
adjacent surfaces of the bars, mainly at the edge of the ToF, see Fig. 1(a). Thus, the misalignment
of the radiator arms (which was present in the case of glued L-bars) was removed. Then bars
were polished individually. Train no. 2 of four solid (glueless) bars was produced for the June
2019 measurements at DESY in Hamburg. Their dimensions are summarized in Table 1.

In the following sections, we present results of the comparative measurement of the previously
designed bars with the glue junction. Simulations were done to estimate the increase of number
of photoelectrons compared to glued bars. We also needed to understand possible differences
due to electron beam at the DESY test beam facility compared to the SPS (the Super Proton
Synchrontron) beam at CERN we had used previously [5] (the SPS facility was closed during
2019). These studies are presented first.

2. Preparatory simulation studies

We focused on two tasks: (1) to perform studies of the effect of secondaries produced in the bars
by the primary electron beam with energy of 5 GeV, (2) to assess the yield of photoelectrons
given by solid bars compared to that of glued bars. The effect of secondaries is negligible in the
case of the SPS beam at CERN (7 120 GeV) as well as of the LHC beam (from this point of
view the measurements with the SPS beam suited our needs better). Simulations of primary beam
interactions with the whole Train 2 model were performed in the Geant4 framework [11]. The
model contained the geometry of bars (Table 1), a model of the photomultiplier with its quantum
efficiency [3] and a model of the stainless-steel entry window of the Roman pot which is 300 ym
thick [7]. The beam goes into the Roman pot through this window. It is a thinned part of the
Roman pot body. In the simulation, the photodetection efficiency (PDE) of the photomultiplier
model was extrapolated down to 160 nm as a constant function of the wavelength with the value
of 16% taken from the lowest known value at the wavelength of 200 nm.

Geant4 simulated the production of secondary electrons, positrons, and gamma photons
induced by the primary electrons of the DESY beam passing the bars of the ToF detector. The
gamma particles then partly convert to other electron-positron pairs. The electrons and positrons
with kinetic energy above the threshold of 0.160 MeV generate additional Cherenkov photons.
A negligible number of secondary positrons is generated in the case of the SPS beam. In total,
according to the simulation, the DESY beam generates more secondary particles by a factor of
2.25 in the ToF detector than the SPS beam (only those secondary particles producing Cherenkov
photons are counted here).

In the case showers are induced by the primary particles, the amount of secondary particles
increases as the shower develops. As a result, the number of photoelectrons steadily increases
from bar 2A to bar 2D. The comparison of the number of photoelectrons generated in the solid
and glued bars 2A and 2D in full train is shown in Fig. 3 for the case of incident electron beam.
Histograms were generated for 1000 events. In the case of bar 2A, the primary particles (the
beam particles) generated 33 + 6 photoelectrons, and secondary particles contributed with 720
photoelectrons (there are large fluctuations). The total number of photoelectrons was 36 + 9 (the
filled histogram). In the case of bar 2D, we found 37 + 6 photoelectrons by primary particles, and
233(3) by secondaries, and 47 + 21 photoelectrons in total. The number of photoelectrons given
by secondary particles fluctuates strongly. This is due to relatively long interaction length of
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relativistic electrons in fused silica for production of secondary gammas, electrons, and positrons
(excluding Cherenkov photons) where the secondary electrons and positrons are generated by the
conversion of secondary bremsstrahlung gammas.

Fig. 3. Simulated distribution of photoelectrons generated in the pixel of (a) the solid bar
2A, (b) the solid bar 2D for the 5 GeV e~ beam. Histograms were generated for 1000 events
and full train installation.

In the case of the SPS beam, the influence of secondary particles is partly suppressed as the
interaction length of relativistic pions in fused silica is even longer than for DESY electrons.
Furthermore, the production of bremsstrahlung gammas is negligible compared to electron
beams, and pions at 120 GeV have zero bremsstrahlung. Quantitatively, in the case of the bar 2A,
the primary particles generated 34 + 6 photoelectrons, secondary particles contribute with ng
photoelectrons. The total number of photoelectrons is 35 + 8. This is the same as for the bar 2A in
the DESY beam. In the case of the bar 2D, we found 38 + 6 photoelectrons by primary particles,
6f2 by secondaries, and 40 + 9 photoelectrons in total. Thus, the contribution by secondaries is
almost the same across the whole train.

Concerning the yield of photoelectrons given by solid bars with respect to that of glued bars,
we took the simulation with the DESY beam including contribution of secondaries. In this
study we accounted for the spectral cut of the glue, see Fig. 2(a) (red curve). The result of
this comparison study is shown in Fig. 4. It presents the simulated distributions of the total
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Fig. 4. Distributions of number of photoelectrons of selected solid and glued bars for the 5
GeV e~ beam. Histograms were generated for 1000 events and full train installation.
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number of photoelectrons generated in the pixels occupied by the bars 2A and 2D in the full train
scenario. Comparing the mean values relevant to all particles, we can derive an improvement in
the number of photoelectrons. The bar 2A improved by a factor of 1.6. This stands for all single
bars including a single 2D bar (we did comparisons for all single bars, we excluded corresponding
histograms for brevity). In the case of bar 2D in the full train installation, the improvement factor
dropped to 1.5 (partly due to a relatively smaller increase of contribution by secondaries by a
factor of 1.3, and partly due to a higher attenuation of those deep UV photons coming from
upstream bars).

Note that the presented ToF model lacks a model of the photomultiplier response. In reality,
there is an extra electronic crosstalk between pixels which additionally strengthen the signal in
each of them in the case of full train installation [5].

3. Experimental setup

The experimental measurements were done on the T22 beamline of the DESY II synchrotron
[12] in the last week of June 2019. The synchrotron facility provided an electron beam which
was set to an energy of 5 GeV. The experimental setup was similar to the one used in previous
measurements [4,5]. The only change was to use the Roman pot instead of the auxiliary duralumin
dark box. The scheme of the measurement setup is shown in Fig. 5 together with a picture.

Roman Pot
| (ToF inside) [
power supplies movab‘r . -. <
Beam \
|1Iacker| 1S1[|S2]|S3 > [
Bars ]1 " 3

movable Trigger
table X-Y

] [ CFD
| high voltage Oscilloscope
power supply| MCP-PMT 6 GHz

| 1st PreAmp | |2nd PreAmp

16 chaninels| |16 channels [ * Goi H low voltage &
I power supplies [

(a) (b)

:

Fig. 5. (a) Scheme of the experimental setup, (b) picture of the installation in DESY.

We used the MCP photomultiplier Photonis XPM85112/A1-S (SN 9002091) with 4 x 4
pixelization, and a sapphire entrance window, and a reduced anode gap. Its MCP (multichannel
plate) resistance was 16 MQ, a gain of 10° at an overall high voltage of 2190 V, and a gain 10° at
2525 V. Train 2 with the full complement of 4 bars (solid or glued) was installed on top of the
photomultiplier aligned to its pixelization [5]. The output signal from each pixel (channel) was
amplified by two stages of voltage preamplifiers (each with a gain of 10) and collected by means
of a fast LeCroy WaveMaster 806Zi-B oscilloscope (bandwidth 6 GHz, sampling 40 GS/s). The
oscilloscope was triggered by the signal from one of three detectors S1, S2, and S3 downstream
of the beam. Each trigger detector consisted of a 15 mm long fused silica bar of 3 x 3 mm?
cross-section coupled to a silicon photomultiplier (SiPM) manufactured by ST Microelectronics
(S1, S2, type: NRDO09_1 with 3.5 x 3.5 mm? and 58 um cell size) [13] or by SensL (S3) [14]
that detected Cherenkov radiation. They were placed on a two-axis movable stage (remotely
controlled) to select a specific area of the ToF detector for study. We mostly used the first detector
S1 (the closest to the ToF) as a trigger. The others were used for the measurement of their mutual
resolution and, in turn, the resolution of the S1. The signal from the S1 detector was preprocessed
by a CFD unit (Constant Fraction Discriminator) to minimize its time-walk (with a threshold
value of -400 mV).
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4. Measurements and results

During all measurements, we positioned the trigger to have its coincidence with the following
ToF areas in the beam: 0 mm from the edge (the edge position, see Fig. 1(a)), 5 mm, and 9
mm from the edge. First, we measured the timing resolution of the trigger (S1) by means of a
comparative timing resolution measurement among all SiPM detectors. The timing resolution of
the trigger S1 detector was found to be 13 = 1 ps. Then we measured single bars and the whole
train of the glued and the solid bars for different gains of the photomultiplier. The gain was set by
varying levels of the applied high voltage.

4.1. Signal strength

Figure 6 shows the signal strength (amplitude) of single bars for both the solid (the rich colors)
and the glued (the pale colors) versions measured at a distance of 5 mm from the edge of the
bars. The bars were measured at high voltages of 2050 V, 2100 V, 2150 V, and 2200 V. The
signal strength of the glued bars at 2050 V was poor and is not plotted. Similarly, solid bars
produced too saturating signal pulses at 2200 V, so we decided to omit this measurement. Each
distribution is described by a box defining the interval from the 25% (Q1) to 75% (Q2) quantiles
of the amplitude distribution with a level mark inside indicating the median value (50% quantile).
The dashed line with endings defines the interval from the minimum value to the maximum value
of the distribution excluding outliers (red points in the tail). The lower outliers are the values
lower than Q1-1.5%(Q2-Q1). The results exhibit large fluctuations which is a characteristic for
the ToF detector and due to low level of the input Cherenkov signal [4]. Concerning the median
values, we required an optimum level of -300 mV for a good separation of the signal from the
pedestal for the given amplification. The pedestal was a white noise produced by a PMT anode
resistor (50 ), dark counts of the PMT, and both preamplifier stages. The pedestal cut itself was
-150 mV. Similar results from measurements at the edge and at a distance of 9 mm from the edge
are not presented here for the sake of brevity but they are mentioned in text.

Amplitudes distributions, single bars, 5 mm from edge
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Fig. 6. Signal strength of single bars measured at a distance of 5 mm from the edge of the
ToF for various gains of the photomultiplier.

At the distance of 5 mm from the edge, the setup with solid bars reached the optimum level at
a gain of 7.6 - 10* (corresponding HV=2150 V) and the one with glued bars at a gain of 1.1 - 10°
(2200 V). At the edge, the values of the gain were 5.4 - 10* (2100 V) and 7.6 - 10* (2150 V) for
the solid bars and glued bars respectively. As for the 9 mm case, the optimal gain values were
almost the same as for the case of 5 mm from the ToF edge. The main conclusion of these results
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is that single solid bars produced a signal higher by a factor of 1.6—1.8 compared to the glued
bars for the same PMT gain. Further interpretation is done in the Discussion section below.

The situation changed with the bars installed in the full train as seen in Fig. 7. Due to light
leakage from the upstream bars, the downstream bars profit from the photon enrichment and
consequently register higher number of photons by a factor up to 1.4 [4]. Besides, any secondaries
produced further increase the signal level of downstream bars as mentioned earlier. As a result,
the light in the downstream bars is always augmented. The first bar (A) is the only one having
a signal strength the same as in the single bar scenario (excluding the effect of the electronic
crosstalk from the adjacent bar 2B). Note a weaker signal amplitude of the 2D bar compared
to the one of the 2C bar. We presume this is due to lower signal contribution from adjacent
pixels (charge sharing between pixels) - the 2D-bar pixel has only one adjacent pixel within the
train. However, this effect was not studied in more detail (the leakage effect between pixels was
addressed in [5], Fig. 5).

Amplitudes distributions, Train 2, 5 mm from edge
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Fig. 7. Signal strength of bars installed in the train measured at a distance of 5 mm from
the edge of the ToF for various gains of the photomultiplier.

The signal strength of the train is closely related to the efficiency of the train which is an
important performance characteristic. We directly measured the efficiency with respect to the
SiPM trigger during the measurement campaign. We evaluated the train efficiency for the cases
(called majority trigger cases) in which either all four bars (’=4"), at least three bars (’>=3"), at
least two bars (’>=2"), or at least one bar (">=1") generated a valid signal with the amplitude
larger than the signal-to-pedestal threshold of -150 mV. The *=4’ case and the *>=3" case were
of the main interest (due to better train resolution, see below). The results are summarized in
Table 2. The values obtained at the preferred gains are highlighted. The efficiency of the *=4"
case is affected by a lower signal strength of the bar 2A with respect to other bars in the train
(there is no enrichment by photons from upstream bars). As the signal level of the solid bar 2A is
much higher (by a factor of 1.6, as seen above), the solid train has significantly higher efficiency
as compared to its glued counterpart for the =4’ case. See the Discussion section below for
further discussion of this result.

4.2. Timing resolution

Concerning the timing resolution, we measured the resolution of single bars and that of full trains.
The measurements of the timing resolution of the bars and the whole trains were performed with
respect to the first SiPM detector acting as a trigger. We preprocessed the output signal by the
CFD module. The timestamp of leading edge was treated as the arrival time of a signal pulse.
The arrival time of a signal pulse from a PMT pixel was determined relative to the arrival time of
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Table 2. Efficiency of the ToF measured with respect to the SiPM trigger for the amplitude
threshold of -150 mV at the distance of 5 mm from the edge.

Glued bars Solid bars
Number of bars with detectable signal | Number of bars with detectable signal
HV [V] | Gain[-] =4 >=3 | >=2 >=1 =4 >=3 | >=2 >=1
2050 3.8-10* - - - - 20% | 68% | 90% 94%
2100 5.4-10% | 28% | 68% | 89% 94% 67% | 91% | 93% 95%
2150 7.6-10* | 66% | 90% | 93% 95% 89% | 93% | 94% 95%
2200 1.1-10° | 86% | 93% | 94% 96% - - - -

the trigger (the time difference). In the following, we express the timing resolution by the sigma
parameter of the Gaussian fit of the timestamp distributions [5].

Results are summarized in Table 3 (with uncertainty of +2 ps) for single bars at the distance of
5 mm from the edge. Here, the values of measured timing resolutions stand for the bars after
subtraction of the trigger contribution of 13 + 1 ps. The values obtained for the proposed gains
are highlighted. Data were filtered out with the signal amplitude larger than the threshold -150
mV. Note that the timing resolution of the photomultiplier pixels varies, and this variation notably
contributes to the results. Concerning the other distances from the edge, the timing resolutions at
the edge were better by 5 + 2 ps on average and the ones at the 9 mm distance from the edge were
slightly better by 1 ps on average with respect to the 5 mm distance case.

Table 3. Timing resolution of single bars in [ps] (uncertainty +2 ps) for the amplitude threshold
of -150 mV at a distance of 5 mm from the edge.

Glued bars Solid bars
Bar Gain 5.4 -10* | Gain7.6-10* | Gain1.1-10° | Gain3.8-10* | Gain5.4-10* | Gain7.6-10*
(HV2100V) | (HV2150V) | (HV2200V) | (HV2050V) | (HV2100V) | (HV2150V)
2A 40 39 35 49 46 42
2B 40 38 36 47 43 40
2C 39 36 32 45 43 40
2D 38 36 34 44 41 38

For the same gain of the photomultiplier, the solid bars gave worse resolution by 3 + 2 ps
on average (for all scanned distances from the edge). However, the difference grew to 6 + 2 ps
comparing the timing resolutions for the optimal gains, i.e. 7.6 - 10* for glued bars and 5.4 - 10*
for solid bars. This additional worsening of the timing resolution was due to lower gain of the
photomultiplier in the case of the solid bars. Nevertheless, the worse resolution of the solid bars
for the same gain was a surprising finding in the light of the significant improvement in the light
throughput resulting in a higher number of photoelectrons in the photomultiplier.

The timing resolution of the whole Train 2 was measured with all bars of the train installed on
the photomultiplier. It was calculated from a distribution of arithmetic averages of timestamps
given by individual bars in the train which produced a valid signal (they were triggering). For the
case of all four bars triggered (’=4"), the train resolution is theoretically expected to be 2 of the
timing resolution of a single bar in the train provided all four bars have the same resolution and
no correlation exists between them. In practice, however, the correlation of timestamps among
the bars is non-negligible due to electronic crosstalk (the optical crosstalk has no effect here as
discussed in [5]). This results in a worsening of the timing resolution of the train. The timing
resolution of a train depends on the number of triggering bars. Fewer triggering bars leads to a
worse resolution. The timing resolutions given by our measurements are summarized in Table 4
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(with uncertainty of +2 ps) for all assumed majority trigger cases measured at the 5 mm distance
of from the edge. The resolution contribution 13 ps from the SiPM trigger was subtracted. The
highlighted values stand for the preferred gain levels of the PMT as were mentioned before.

Table 4. Timing resolution of Train 2 in [ps] (uncertainty +2 ps) for different majority trigger cases
(the amplitude threshold of -150 mV, at the distance of 5 mm from the edge).

Glued bars Solid bars
Case Gain 5.4 -10* | Gain7.6-10* | Gain1.1-10° | Gain3.8-10* | Gain5.4-10* | Gain7.6-10*
(HV2100V) | (HV2150V) | (HV2200V) | (HV2050V) | (HV2100V) | (HV2150V)
>=1 30 28 30 30 28 30
>=2 27 28 28 29 28 29
>=3 27 27 27 27 28 27
=4 26 28 28 27 27 28

At the first sight, the timing resolution of both trains were worse by about 10 ps with respect
to the output from measurements on the SPS beam [4,5]. This issue is caused by the beam
itself. Nevertheless, the timing resolution was the same for both the glued and the solid trains,
regardless of the applied majority trigger. There is also no distinction between the majority
trigger cases although the train resolution deteriorates with a lower number of triggering bars.
This is due to high relative occurrence of cases with three and four bars involved in the arrival
time measurement. This is indicated in Table 5 where results for individual number of triggering
bars are plotted (exactly a one bar triggered etc.) together with their relative occurrence in the
dataset. They are labeled as the equal’ cases. At the first sight, the *=1" and ’=2’ cases are
almost suppressed. Note the worse timing resolution values for the *=1" case with respect to the
values for single bars in Table 3. This is assumed to be due to the electronic crosstalk from the
other channels (even when they did not pass the trigger threshold) which affect the clarity of the
signal (there is no electronic crosstalk in the single bar case). See the next section for further
discussion of the results.

Table 5. Timing resolution of the Train 2 in [ps] for different 'equal’ cases of triggering bars (the
amplitude threshold of -150 mV, at the distance of 5 mm from the edge) together with their relative
occurrence in measured data.

Glued bars Solid bars

Gain 5.4 -10* | Gain7.6-10* | Gain1.1-10° | Gain3.8-10* | Gain54-10* | Gain7.6-10*

(HV 2100 V) (HV 2150 V) (HV 2200 V) (HV 2050 V) (HV 2100 V) (HV 2150 V)

Case | o [ps] occ. o [ps] occ. o [ps] occ. o [ps] occ. o [ps] occ. o [ps] occ.
=1 54+£5 5% 44 +5 2% 38+5 2% 53+5 4% 44 +£5 1% 45+5 1%
=2 30+£2 | 21% | 29+2 4% 27+5 2% 32+5 | 21% | 275 2% 41+5 1%
=3 26+2 | 41% | 25+2 | 24% | 25+2 7% 26+2 | 48% | 26+2 | 24% | 24 +5 4%
=4 26+2 | 28% | 28+2 | 66% | 28+2 | 86% | 27+2 | 20% | 27+2 | 67% | 28+2 | 89%

5. Discussion

The main message from these measurements is the improvement by a factor of at least 1.6 of
the signals produced with the single solid bars compared to their glued counterparts. This is
in good agreement with simulations (Fig. 4, bar 2A) which predicted the wavelength cut of
the glue at 235 nm removes more than one third of the useful Cherenkov light. However, the
simulation underestimated the amplitude improvement of the 2D bar in the full train (a factor of
1.5 in simulation). We assume this is due to the fact our model does not comprise additional
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interaction between bar channels at the photomultiplier level (namely charge sharing) and the
response of the photomultiplier overall. In the simulation, the photodetection efficiency (PDE)
of the photomultiplier model was extrapolated down to 160 nm as a constant function of the
wavelength with the value of 16% taken from the lowest known value at the wavelength of 200
nm. The good agreement between data and the simulation proved that the PDE of the used
photomultiplier is significant below 200 nm despite being unknown in the deep UV region.

For proper operation, a good separation of the signal from the pedestal is required. In the
setup, a threshold of -150 mV was the optimum value. The required mean signal amplitude is
then -300 mV or bigger. The corresponding optimum gain for the glued bars was 7.6 - 10*, and
5.4 - 10* for the solid bars.

The rate of our beam test events at DESY (and at the SPS in the past) was of order of kHz, a
rate that does not affect the performance of the photomultiplier. In such conditions, the efficiency
of the ToF with the solid bars was substantially higher compared to the glued counterpart for the
same gain, see Table 2. This is especially true for the =4’ trigger condition in which we require
all bars in the train to produce a valid signal (surpassing the signal-to-pedestal threshold of -150
mV). However, if we reduce the gain from 7.6 - 10* to 5.4 - 10* for solid bars we end up with the
same efficiency as for glued bars at a gain of 7.6 - 10* (keeping in mind we operate in a low-rate
regime).

The timing resolution is the main performance characteristic of the ToF detector. Although
the timing resolution of the train is the decisive parameter, we also focused on the timing
performance of the single bars. According to the Table 3, the solid bars gave worse resolution
by 3 + 1 ps in average for the same gain. This was surprising. We expected a slightly better
resolution due to higher number of photons on the photomultiplier photocathode despite the
fact there is a saturation of the timing resolution of photomultipliers with the increasing number
of photoelectrons as reported in [15]. We tried to explain this deterioration as the effect of
the Cherenkov light dispersion. As the solid bars miss the glue layer, the wavelength range of
accepted photons spreads down to 160 nm where the index of refraction of the fused silica (and
of dielectrics in general) quickly rises. However, our simulation did not reveal any significant
change of the time distribution of photons hit counts on the PMT photocathode. On the other
hand, these distinctions disappeared when all bars were installed in the train and we studied the
timing performance of the whole train. When a train average time is determined, the difference of
3 ps present in the timing resolution of single bars (solid vs. glued) is suppressed. Theoretically,
the resolution of the train is half of the single bar resolution. Thus, the difference is 1.5 ps in case
of the full train which is comparable with our uncertainty of measurement.

It is interesting that the train timing resolution did not change (within the uncertainty of +2 ps)
among the applied majority triggers. Thus the *>=1" case gave the same timing performance as
the *>=3" or =4 cases. The explanation is found in Table 5. The relative occurrence of the
’=1" case (exactly only one of bars triggered) or the *=2" case was below 5%. Actually, most
frequently all four bars triggered (66% or 67%), followed by the case in which at least three bars
were triggering (24%). The best timing resolution was obtained for the case *=3". The '=4’ case
suffered somewhat from the poorer timing performance of the first bar as no photon enrichment
is present from the upstream bars. Adding a fake bar in front of the first bar would solve this
issue. However, there is lack of space for such modifications. From these results we can deduce
which of the majority trigger cases to use for the ToF operation based on the timing resolution
and the efficiency. The selection criterion based on the *>=3’ case is optimal.

It is known that the real gain of MCP photomultipliers decreases for high rates of incoming light
pulses [9,16]. This is related to a growth of the average charge collected on the photomultiplier’s
anode and the speed of its drainage. This effect plays a critical role in the deployment of the ToF
detector in the LHC collider with the 40 MHz bunch crossing rates. The expected frequency
of pulses is 20 MHz per train for the forthcoming pile-up mode of the collider. Figure 8§ plots
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rate characteristics of the used PMT for the gains of 5.4 - 10* and 7.6 - 10* and various output
amplitudes at the low frequency of 10 kHz (the reference amplitudes). These measurements were
performed on a picosecond laser at the wavelength of 402 nm, see [10] for details concerning the
measurement setup. The whole PMT was uniformly illuminated and only the channel (pixel) 22
was measured (no Cherenkov bars were installed). Output signals were amplified with the same
preamplifiers as used in the DESY beam tests. Measurements were performed in the range of 10
kHz to 50 MHz or less where the strip current exceeded the safe value of 500 uA (the black and
purple curves, see below). For each scan, the relative amplitude was calculated as the ratio of the
measured mean output amplitude to the one measured at 10 kHz, see Fig. 8(b). Note that the
level of the noise does not depend on the pulse rates.

Fig. 8. Results of the rate scans of the PMT Photonis XPM85112/A1-S (a) in terms of
measured output amplitudes, (b) in terms of relative amplitudes with respect to the one at 10
kHz (the lowest frequency).

In Fig. 8, the configuration with gain 5.4 - 10* and reference amplitude -200 mV (blue curve)
corresponds to a single glued bar, at that gain, from the DESY test (Fig. 6). It provided the lowest
attenuation at increased input rate, likely due to the lowest generated charge on the MCP-PMT.
Similarly, the configuration with gain 5.4 - 10* and reference amplitude -300 mV (red curve)
corresponds to a single solid bar from the same test. The configuration with gain 7.6 - 10* and
reference amplitude -300 mV (green curve) corresponds to a single glued bar at that gain. Both
red and green configurations had similar rate characteristics as they produced the same charge in
the multi-channel plate.

The configuration with gain 7.6-10* and reference amplitude -400 mV (black curve) corresponds
to a single solid bar at that gain. The last configuration with gain 7.6 - 10* and reference amplitude
-800 mV (purple curve) corresponds to the full installed train, at that gain, from the DESY test
(Fig. 7). The last case had the worst rate performance due to relatively high level of charge
generated on the PMT anode.

At the rate of 20 MHz, all configurations (except the purple one) provide similar amplitudes of
approximately -150 mV. This is related to the fact that there is a limited charge available in the
PMT for the electron multiplication in its MCP plates. However, this amplitude is also the level
of the pedestal separation in our ToF setup. In other words, the efficiency of detection using ToF
with the photomultiplier as used is very low at the expected operating rate of 20 MHz. One can
overcome this issue by decreasing of the PMT gain by for example the factor of 5 and add an
extra amplification stage to compensate and get back to the optimal level for the CFD operation.
But the timing resolution deteriorates due to worse signal-to-noise ratio. As indicated in [10], the
timing resolution then gets worse by a factor of 2-3. Then, an additional noise level reduction is
required.
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6. Conclusion

We designed and tested new type of optical bars of the ToF detector for the AFP project. To
obtain the required L-shape, the bars were previously made by gluing together two separately
produced arms of the bar. This resulted in a degradation of their optical throughput. Recently a
new production technique was developed allowing for a production of a glueless (solid) version
of the bars. We successfully tested these during the June 2019 campaign at DESY in a 5 GeV
electron beam. The results presented here confirmed our expectations concerning the strength of
the signal produced by the ToF detector and its measurement efficiency. However, the timing
resolution remained unchanged because of limitations on the photomultiplier side. Theoretically,
there is still a room for further improvements on the optical system (a fake front bar or radiator).
On the other hand, the photomultiplier is the most limiting element due to its behavior in the
regime of high rates of incoming relativistic particles.
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Abstract: We present the results of our performance studies of the upgraded Cherenkov
time-of-flight (ToF) detector for the AFP (ATLAS Forward Proton) project. The latest version
consists of solid L-shaped fused silica bars, new customized ALD-coated micro-channel plate
photomultipliers (MCP-PMTs) miniPlanacon XPM85112-S-R2D2 with an extended lifetime
which operate at low gains (order of 103), and an updated construction. The improvements were
aimed to increase the efficiency, the lifetime as well as the radiation hardness of the detector
which has been designed to operate in high radiation areas (above 400 kGy/year). The detector
was finally tested at the CERN-SPS test-beam facility (120 GeV n* particles) in August 2021
prior to its installation at the Large Hadron Collider (LHC) at CERN. Measurements proved the
detector kept its inner timing resolution of 20 ps despite the rather low gain of its photodetector
and reduced optical throughput caused by inevitable changes in the detector geometry.
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1. Introduction

The design and the physics motivation needed for the time-of-flight (ToF) subdetector for the
ATLAS-AFP project itself has already been described thoroughly in our previous papers: the
physics concept in [1-3] performance studies in [4]; simulation benchmark studies in [5]; details
of the optics in [6]; and timing studies in [6,7]. The ToF detector has been designed as a part
of the proton tagging detector AFP to decrease the background to central exclusive production
processes p + p — p + X + p where X stands for the centrally produced system, which could
consist of a pair of jets, a pair of intermediate vector bosons (W*W™), or a Higgs boson H. It
operates at high radiation levels above 400 kGy/year or 4 - 10" Teg/ cm? (the negq stands for a
neutron equivalent dose of an energy of 1 MeV) at 5 mm from the beam centre.

For clarity, the geometry of the ToF detector is depicted in Fig. 1. The ToF assemblage consists
of a 4 X 4 matrix of L-shaped bars made of fused silica (SK-1300 by O’Hara, optical constants in
[5]). The outer dimensions of the matrix are a height of 73.3 mm, a width of 65.5 mm (in the
direction of radiators), and a depth of 25.2 mm. The dimensions of each bar are reported in [6].
Each bar serves both as a Cherenkov radiator and a light guide towards a fast multichannel-plate
photomultiplier (MCP-PMT) device (the sensor plane in Fig. 1). There is a thin mirror optical
layer on the 45° cut surface in the bar elbow.

Trigger Tracker

position

NpMT photocathode
(a) (b)

Fig. 1. Optical part of the ToF subdetector made for test measurements: (a) side view with
(b) top view together with position of the tracker and three positions of the SiPM trigger
used during test measurements. The trigger position is measured relatively to the edge plane
which is common for all the bars.

Besides this, the bars of the Train 1 are equipped with an extra polished surface, called taper,
to further enhance their optical throughput [5]. The rows of four bars along the beam direction
are called trains and are labeled with a number. The bars in each train are labeled with the letters
A, B, C, and D along the direction of the incoming particles. In this way, the bars in the Train 1
are labeled 1A, 1B, 1C, and 1D and so on for the other trains. The acceptance area of the AFP
detector is 16.8 x 20.0 mm?, given by the dimensions of a tracker module at the front [8] and its
tilt as illustrated in the Fig. 1. In the past, L-shaped bars were constructed so that the two arms of
a bar were produced separately and then glued together [6]. For the ToF upgrade, we decided to
make the bars solid (without glue) which made the production more complex. The glue-free
solution improved the optical throughput of the optical system by 18%, see also Fig. 4 in [6], and
the radiation hardness [9].

In our previous design, both the optics (bars) and the photomultiplier were placed inside the
Roman Pot which was evacuated to a rotary vacuum (5-50 mbar). It was necessary to treat the
photomultiplier and its high-voltage cables in a special way to avoid any accidental discharge
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spikes (we operated at the bottom part of the Paschen curve here). To remove this problem, the
upgraded ToF detector introduced a separation of the photomultiplier from the vacuum side, see
Fig. 2. The evacuated area is inside a Roman Pot covered by a detector flange on its open side.
Both ToF and tracker detectors are installed here, except for the ToF’s photomultiplier which is
inserted in a movable tube going through a hole in the detector’s flange. A 2.9 mm thick window
separates the photomultiplier from the vacuum side. The window is made of the same material as
bars (fused silica, SK-1300). It was coded by a simple anti-reflection layer made of 35 nm thick
MgF, and annealed at 300°C. It is an additional optical element on the Cherenkov pulse path
towards the photodetector resulting in a decrease of the total throughput of the ToF optics. The
movable tube allows for the easy and precise alignment of the whole ToF detector with respect
to the tracker thanks to a set of four precision screws mounted in the far end of the tube, see
Fig. 2. The vacuum tightness around the tube is achieved by means of a custom-made bellows

(by Mewasa AG, Switzerland).

Tracker

Bars

Roman
pot

< 4x precision screws
Heat exchanger & preamps

(a) (b)

Fig. 2. AFP detector with the upgraded ToF detector: (a) schematic view inside the Roman
pot — area inside the Roman pot is evacuated, (b) real view on the assembly (without the pot).

7
4 optical fibers

Photonis produced four new photomultipliers miniPlanacon XPM85112-S-R2D2 for us: S/N
9002196 (labelled as #2196, MCP resistance 44 MQ); 9002199 (#2199, 35 MQ); 9002200
(#2200, 27 MQ); and 9002201(#2201, 55 MQ). They have a fused silica entrance window and a
Bialkali photocathode. Their two-stage multi-channel plate (MCP) was ALD-coated (resistive
and secondary emissive layers) by Arradiance to achieve an extended lifetime above 10 C/cm?.
The PMTs #2196 and #2199 have a standard anode gap of 2.9 mm. The PMTs #2200 and #2201
have a reduced anode gap of 0.6 mm. The backend electronic circuits of all photomultipliers were
redesigned to reduce electronic crosstalk between anode pads (pixels) and to adapt to the new
preamplifiers of the first stage [10]. Like the original design by Photonis, the back-end electronics
were realized by two printed circuit boards (PCBs): the bias PCB and the anode PCB, each with
a size of 32 x 32 mm?, see Figs. 3(a) and 3(b). In the bias PCB, the original MCP-OUT bias
resistor was removed because it caused crosstalk between the anode pads and it had no meaning
for separate readouts of pixels. We also optimized wires lengths to make the same propagations
delays among the channels. We enlarged auxiliary connecting Nickel strips to reduce parasitic
impedances as well. The default output pinout on the anode PCB (pin header) was replaced by an
equally spaced grid of 50 Q@ RF MMCX female connectors, Fig. 3(c), to connect the new coaxial
one-channel preamplifiers PA-a, Fig. 3(d). Having lower MCP resistance, the PMTs #2199 and
#2200 were candidates for installation to the ToF and here we report mostly on the results of
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using these devices. The #2196 was used as a backup and for future test measurements. The
#2201 PMT was considered for radiation hardness tests.

(a) (b) (c) (d)

Fig. 3. Snapshots from the construction of a prototype of the modified version of the
photomultiplier XPM85112: (a) the bias PCB equipped with a black HV input block and
four Nickel strips for grounding connection with the anode PCB; (b) the anode PCB with
MMCX female connectors; (c) assembled prototype with both PCBs; (d) coaxial one-channel
preamplifier stage with MMCX connectors (Pa-a).

The PA-a preamplifiers are current-to-voltage converters with the conversion constant of 25
mV/mA and a voltage amplification of 20 dB (10x). They are equipped with MMCX male
connectors on the PMT side and a 1.7 m long coaxial cable with the same MMCX ending on the
other side. This solution ensures better protection against outside electromagnetic interference,
an easier replacement of a damaged PA-a, and improved heat removal through the body of the
detector. The PA-as are supplied from next voltage-to-voltage preamplifiers - PA-b modules.
PA-bs are in the form of NIM modules. Each NIM module consists of a control motherboard
and eight one-channel daughter boards with two stages of voltage-to-voltage preamplifiers with
the total gain of 39 dB with available attenuation by 31.5 dB. Note that the gain varies among
individual channels with an uncertainty range of +1dB (+10%). Each channel is provided with a
low-pass analog filter with a cut-off frequency of 1.4 GHz for noise rejection (LFCG-1400+ by
Mini-Circuits).

This latest version of the ToF detector was subject to several performance measurements. It is
known that the gain of the MCP photomultipliers decreases with increased repetition frequency
(rates) of incoming light pulses [11] depending on the initial gain (at low kHz rates). We plan
to use our photomultipliers on the gain of around 2000 based on our preliminary tests (it is ten
times less than in our previous ToF detector). We refer to this gain as the DC gain because it
was measured by a producer in a so-called DC mode [12]. Such low gain allows us to suppress
the negative effect of high rates on the actual gain of the photomultiplier at the cost of a worse
timing resolution. As the ToF detector will run in the LHC with an expected event rate of 20
MHz per train, we needed to address the behavior of the photomultipliers at high rates. These
rate measurements were done in our laboratory on a setup with a pulsed picosecond laser. The
results are reported in [10]. We found out that there was no significant gain deterioration of the
PMTs #2199 and #2200 at the rate of 20 MHz and their timing resolution was 23 ps and 16 ps
respectively (for 25 photoelectrons). The gain of the #2196 dropped by 42% at a 20 MHz rate
and its timing resolution got worse: from 23 ps to 40 ps.

The timing performance of the whole ToF detector was the goal of the measurements made at
the CERN-SPS test-beam facility (120 GeV n* particles) in August 2021 prior to its installation
at the Large Hadron Collider (LHC) at CERN. Our first measurements with solid (glue-free) bars
were performed in 2019 in DESY (Hamburg, Germany) in an electron beam with the energy
of 5 GeV [9]. But the characteristics of such a beam are rather different from that of an LHC
proton beam. We therefore focused on measurements with the 120 GeV n* beam which had very
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similar effects on our detector as the LHC proton beam (mainly a high production of secondary
particles on the DESY beam).

2. Simulation studies

The overall optical throughput of the upgraded ToF optical part changed if compared to the
previous version. Removing the glue from the bars resulted in an increase of their optical
throughput by at least 23% due to an additional increase of the wavelength region from 165 to 235
nm [9]. On the other hand, the separation window introduces extra losses due to its attenuation
and the additional two optical interfaces of glass-air (authors are not aware of an optical grease
suitable at high radiation levels of 400 kGy or more). The performance predictions of the new
optics on the SPS beam were simulated in the Geant4 simulation framework [13]. The transverse
geometrical profile of the passing pion beam was a square 3 x 3 mm? (particle positions randomly
scattered in it) to mimic the acceptance window given by the size of the trigger used in the beam
test measurements, see Fig. 1(b) and the next section. The ToF model embodies all optical parts
and a model of the photocathode of the photomultiplier using experimental values of its quantum
efficiency (QE) [14]. The spectral range of Cherenkov light was restricted to the range from 160
nm to 650 nm. The lower limit was due to the absorption edge of the glass SK-1300 and the
upper limit due to a low QE of the photocathode above 650 nm. As there are no known values of
QE below 200 nm, we assigned the value 0.16 at the lowest known wavelength of 200 nm to the
region down to 160 nm. The collection efficiency 7 of the photomultiplier was set to 0.6 (set by
producer). A model of the separation window was used in the simulation which included the
anti-reflection layers on both sides of the window.

As the measurements were focused on the Train 2, results for the Bar 2A (the first one)
and 2D (the last one) were investigated in the simulation studies. Hereafter, when we speak
of a bar performance, we mean the whole channel including the bar, the photocathode, and
a corresponding pixel of the photomultiplier. The results of the simulation showed that the
presence of the separation window decreased the total optical throughput by 16%. This is
caused by attenuation in the window itself, but it is mainly due to Fresnel losses at additional
air/vacuum-glass optical interfaces.

Regarding the comparison of glued and solid bars, Table 1 summarizes the number of
photoelectrons produced on the photomultiplier’s photocathode for the glued and the solid bars
of the Train 2. The results presented are valid for the trigger position at the edge, 5 mm, and 9
mm from the edge, see Fig. 1(b). The following observations can be made:

* Solid bars benefit from the presence of deep UV photons. For all types of bars (A-D),
the solid bars produced more photoelectrons than their glued counterparts by a factor of
1.7-1.8.

* Among solid bars, the Bar 2D produced more photoelectrons than 2A by a factor of 1.2.
The multiplication factor was the same among the glued bars.

e Bars A always produced fewer photoelectrons than Bars B, C, and D because the bars
upstream the beam receive the part of the Cherenkov light leaking from the downstream
bars [7]. However, this effect depends on the distance of the passing particle from the edge.
It is pronounced for large distances from the edge as seen on ratios 2X/2A in the table.

Note the relatively high standard deviations which correspond to the low number of photoelec-
trons with high fluctuations produced in general. The Cherenkov pulse is generated within 27 ps
by a passing relativistic pion in a bar (or proton in the case the LHC). The pulse stretches out
on its way to the photocathode due to the geometry of the bar and a significant dispersion of
its refractive index in the ultraviolet region. Figure 4(a) shows how wavelengths of incoming
photons are distributed in time on the sensor for the solid Bar 2D (but relevant for all solid bars
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without glue). The pulse length is 500 ps in the case of the solid bars. The glued bars suppress
the light below 235 nm resulting in the final pulse length of 250 ps. The time distribution of
produced photoelectrons on a photocathode is in Fig. 4(b) where photoelectrons are counted in
25 ps wide time slices. A small spread of produced photoelectrons in time results in a better
shape of the falling edge and a higher amplitude (in absolute value) of the output signal from the
photomultiplier. This has a positive impact on the timing performance in general. From this
point of view, the light dispersion in bars affects the timing resolution rather negatively. It is
assumed that the falling edge of the signal is mostly formed by photoelectrons produced in the
first 250-300 ps. From this point of view, photons from the low ultraviolet end of the wavelength
spectra do not contribute to the final timing performance of the detector. In the first 300 ps
however, the solid bars still produce 1.7 times more photoelectrons than their glued counterparts.

Dispersion of photons on photocathode (solid Bar 2D)
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Fig. 4. (2) Simulated time dispersion of the Cherenkov pulse for the solid Bar 2D, and
(b) time spread of produced photoelectrons in the Bars 2A and 2D, solid and glued, calculated
in 25 ps wide time slices (results valid for the beam 7+ 120 GeV, QE in [14], n=0.6, presence
of the separation window, and trigger position at 5 mm from the edge).

Table 1. Number of photoelectrons produced in the Train 2 with glued or solid bars. The
parameter S/G stands for the ratio solid/glued of number of photoelectrons (results valid for
the beam n* 120 GeV, QE in [14], =0.6, and installed separation window).

Edge 5 mm 9 mm

Bar Glued Solid S/IG Glued Solid SIG Glued Solid S/IG
2A 9+3 16+4 [18+07| 6+2 10+3 [ 1.7+£0.7| 6+2 10+£3 | 1.7+0.7
2B 11+£3 19+4 | 1.7+06| 9«3 15+4 | 17207 6+2 10£3 | 1.7+0.7
2C 11+3 19+4 |1.7+06| 10+3 18+4 [18+0.7| 9+3 16+4 |1.8+0.7
2D 11+£3 19+4 |1.7+06| 10+3 18+4 | 1.8+0.7| 10+3 17+4 | 1.7+£0.6

ratios

2B/2A | 12+05(12+04 1.5+0.7|15+0.6 1.0+05|1.0+04
2C/2A | 12+05(12+04 1.7+0.7|1.8+0.7 1.5+0.7|1.6+0.6
2D2A | 1.2+£05(1.2+04 1.7£0.7]1.8+0.7 1.7£0.7| 1.7+ 0.6

Estimation of the signal characteristics Photoelectrons produced in the PMT’s photocathode
and accepted in the first multi-channel plate (MCP) are then multiplied in both multichannel
plates of the PMT. As mentioned above, the DC gain G of the PMT embodies its collection
efficiency of 7. For simulation purposes, one needs to use a gain valid for a single-photoelectron
input which is not affected by r. Here, it is called the single-photoelectron gain Gspg (it is
labeled as Gpyp in [12]). Roughly, G = nGspg where nn =~ 0.6 (given by the producer). All used
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photomultipliers (#2196, #2199, and #2200) were operated on the high voltage of 1545 V. The
G values of the photomultipliers were: 1800 (#2196), 2300 (#2199), and 2100 (#2200) with
an uncertainty range of +15%. The charge generated at the MCP output is then drained away
through the backend electronics of the PMT and is then measured as a voltage drop on an anode
resistor in the first amplification stage. The preamplifier thus serves as a current-to-voltage (A/V)
converter. An equivalent electrical circuit of our photomultipliers is shown in Fig. 5 together
with the input part of the first stage amplifier (PA-a). It includes impedances of real components
as well as parasitic impedances (in gray). The frequency response (transfer function) of this
description is shown in Fig. 6(a). The circuit acts as a low-pass filter with a cut-off frequency
of 2.2 GHz (#2200 with a reduced anode gap of 0.6 mm) or 2.5 GHz (#2196 and #2199 with a
regular anode gap of 2.9 mm). The current-to-voltage conversion is realized by the 50 Q anode
resistor R,. However, its parallel wiring to the input impedance Z; (50 Q) of the preamplifier
represents a total load impedance Z;, of 25 Q. The input impedance Z; of the PA-a preamplifier
depends on the frequency. Its precise estimation for frequency content of our typical signal shape
is outside the scope of this paper. Here, its mean value is expected to lie in an uncertainty range
of +5% around its nominal value.

PMT body } PMT backend } 1st stage preamplifier (A/V)
} } $ power supply ground
o C.. e x(t) 1 _| : signal ground
\ —
1 C. I ! ! u()
Cop q i
on ¥ ‘
: I i parasitic impedances
C.. ! R, ~2.5mQ strip resistance
) ! L, ~4nH anode inductance
! L, ~0.2nH strip inductance
! L, ~0.1nH supply GND to signal GND inductance
[ R ! L, ~2nH inductance of the the amplifier PCB
s  impedances of real components C, ~0.6pF MCP-OUT - anode capacitance
T 20Q  dumping resistor C, ~1.4pF anode - ground capacitance
2 B 50Q  anode resistor Cino ~0.1 pF_ photocathode - MCP-OUT cap.
5 g 10 nF  blocking capacitor C,.. ~1.43 pF photocathode - MCP-IN capacitance
g = 0.35 pF  capacitance of the ESD diode C,,,~0.1 pF  photocathode - ground capacitance
E § . 2.2nF  coupling capacitor C.,~0.5pF  MMCX capacitance (connector)
5 p 50 Q input impedance of amplifier ~ C, 0.7 pF  input capacitance of the amplifier

Fig. 5. Equivalent electrical circuit of the miniPlanacon XPM85112-S-R2D2 (one channel)
designed by our group and implemented by the producer Photonis, together with the input
part of the first-stage preamplifier (parasitic impedances in gray color). Zy is the total load
impedance.

The values of the parasitic impedances were estimated by direct calculations based on
the corresponding geometrical and material specifications. Those of them having reductions
measurable on the signal strength are listed in Table 2 with their (estimated) nominal value,
range of realistically possible values, and effects on the signal shape. The rest of the parasitic
impedances in the model have a negligible effect on the resulting amplitude as they are not
directly part of the signal path. Note the parasitic anode inductance L, has a positive effect on
the signal amplitude at the expense of the steepness of the pulse. This is because its higher
values shift the cut-off frequency of the back-end electronics towards lower frequencies. The
strip inductance Ly affects the crosstalk among the pixels. Its higher value increases the strength
of the signal on the common MCP-OUT wire causing higher crosstalk. The crosstalk signal
behaves opposite the pulse causing a distortion of the pulse edge when added to a proper signal
pulse generated at anode pads.

Using this model in the LtSPICE [15] simulation toolkit, the goal was to estimate a signal
shape at the impedance load Z; produced by a bunch of generated photoelectrons N, in pulse
(pe or p.e. stands for photoelectron(s)). The MCP was simulated as a current source producing
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(a) (b)

Fig. 6. (a) Frequency response of the customized MCP-PMTs (acting as a low-pass
filters), (b) triangular current pulse generated by the MCP from one photoelectron used for
calculations of output signal waveforms (example plot valid for PMT #2200).

Table 2. Parasitic impedances, their estimated nominal values, and ranges of possible
values (other parasitic impedances in Fig. 5 are taken as known with a nominal value).
Correlation (positive) and anti-correlation (negative) effect of an impedance on the amplitude
means that its growth causes an increase and decrease of the amplitude (in its absolute
value) respectively.

Impedance Nominal value Lower limit | Upper limit Effect on signal amplitude
Cur 0.1 pF (2.9 mm)* - - anti—correle.ltes, decrease by 8% when
0.5 pF (0.6 mm)“ _ _ changing from 0.1 to 0.5 pF
C; 0.7 pF 0.3pF 2.1 pF anti-correlates, 7%
Ceon 0.9 pF 0.2 pF 1 pF anti-correlates, 3%”
Lq 2.5nH 1.5nH 9.5 nH correlates, 3%"
Ly 0.2 nH 0.05 nH 1.25 nH correlates, 6%”
Lamp 2 nH 0.5 nH 3nH correlates, 0.3%”
L 0.1 nH 0.05 nH 1.3 nH correlates, 19"

“Value of C,; depends on the size of the anode gap (2.9 mm for PMTs #2196 and #2199, 0.6 for PMT #2200),
PRelative change of the amplitude when changing the impedance from the lower to upper limit.

current impulses in time. Time profiles of the N, was extracted from the Geant4 simulation for
the solid Bar 2D and the glued Bar 2A (the highest number of produced photoelectrons vs. the
lowest amount) in the form of 25 ps wide time slices according to the profiles in Fig. 4(b). For
each slice in time, a simple current source was proposed generating a triangle pulse according
to the shape in Fig. 6(b). The current amplitude I, was set to 2€N;£.[CEGSPE /T where e is the
elementary charge, le,leice is the number of accepted photoelectrons in a given time slice, Gspg is
the single-photoelectron gain of the photomultiplier and 7 = 175 ps is the estimated rise time of
the current pulse in the MCP [16].

In summary, there was a set of impulse current sources with various strengths defined by a
given N;Zei”e distributed in time according to the time distribution of the photoelectrons produced,
as seen in Fig. 7(a) for the PMT #2200. The total current profile was saw-toothed, but the discrete
changes lay in the frequency range of tens of GHz and were effectively smeared out by the
electronics of the photomultiplier (a low-pass filter as mentioned above). The output signal based
on this input is in Fig. 7(b) for both the glued and solid bars geometries.
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(@) (b)

Fig. 7. Simulation of the PMT #2200 response: (a) electric current at the output of the
MCP as a sum of contributions by photoelectrons arriving in 25 ps wide time slices for Bars
2A glued and 2D solid at 5 mm from the edge, (b) corresponding output voltage on the total
impedance load Zj .

By definition, the pulse voltage area AL (more precisely the pulse integral) measured at the
load resistance is directly related to the generated charge Q:

Q=/0wi(t).dz=ZiLfowu(t).dmZiLA{; 1)

where i(¢) is the current draining the charge through the Z; and u(r) is the corresponding voltage
at the load impedance. The total charge generated on the anode pad is Q = —eN,,.G,. Where
e is the elementary charge, N, is the number of photoelectrons accepted in the MCP of the
photomultiplier, and Gqy, is the single-photoelectron gain of the MCP. Adding to the Eq. (1), the
pulse area is linked to the Ny, as follows:

Al =—e-Gspg - Z1 - Npe = p - Npe @

Assuming Z;, constant, the parameter p depends only on the used gain of the photomultiplier.
It is in units of [V-s/p.e.] or [Wb/p.e.] (although not intuitive, the unit Vs is actually the unit of
magnetic flux Wb (Weber)).

The signal area AL at the load impedance is highly correlated to its amplitude a through
AL = ksaL. The constant k; is a time constant. It is the width of an equivalent rectangular pulse
with the amplitude of the original one and the same charge content. Adding to Eq. (2), we get:

ai _ e ZLk GspeNpe =k ‘Npe (3)
)
where k is an amplitude yield per one photoelectron in units of [V/p.e.].

By definition, p = ksk. The k; is a function of the pulse shape. As the signal is amplified in
the amplification chain, the pulse is extended in time in such a way that its amplitude decreases
keeping its area constant. Thus consequently, k; increases. Unless an appropriate backward
correction is applied, one should rather focus on the pulse area because this quantity is minimally
distorted on the signal pathway.

Table 3 summarizes the calculated values of kg, k, and p for all used photomultipliers at a
given gain. These values were obtained directly from an analysis of the simulated output pulse
shapes as discussed above assuming the results presented in Fig. 4(b) and Fig. 7. They are in
agreement with Egs. (1-3) which means the presented mathematical description is consistent
with the 1tSPICE model.
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Table 3. Parasitic impedances, their estimated
nominal values, and ranges of possible values
(other parasitic impedances in Fig. 5 are taken as
known with a nominal value).

PMT G[-] | kslps] | k[uVipe] | p[fWb/p.e]
#2196 | 1800 232 -43 -10
#2199 | 2300 232 -55 -13
#2200 | 2100 252 -45 -12

Note that the values of k; and k in Table 3 are valid only at the impedance load. The signal
pulse is smeared in the amplification chain due to losses in coaxial cables and mostly in the
low-pass filter in the PA-b unit. Their values differ from ones calculated from amplified signal
characteristics a, = g - al and A, = g - AL (where g is the amplification of the preamplifiers).
The smearing affects also the pulse rising edge. In the example shown in Fig. 7(b), the measured
value of &, is 507 ps which is about twice higher than that in the impedance load predicted by the
simulation. The p is preserved by definition (Eq. (2)) which is equivalent to the assumption of
preserving the pulse area (after dividing by the amplification gain).

3. Experimental setup

The experimental measurements were done on the H6 beamline of the SPS North Area at CERN
[17] in the middle of August 2021. The facility provided a 7" beam of the energy 120 GeV with
rates of tens of kHz. The experimental setup was like the one used in our previous measurements
in DESY [9]. The only change was to use the Roman pot with the upgraded ToF. The scheme of
the measurement setup is shown in Fig. 8 together with a picture of the typical arrangement of
the experimental setup.

Roman Pot

low voltage (ToF inside)
power supplies movable
table X-Y
siffszffs3}——> o
movable Trigger s2
table X-Y s3
CFD > .
Oscilloscope 5
1st PreAl 2nd PreA 6 GHz o
st PreAmp nd PreAmp
PA-a ™1 16 channels []40 GS/s low voltage
power supplies
(a) (b)

Fig. 8. (a) Scheme of the experimental setup, (b) typical arrangement of the measurement
setup on beam test measurements.

There were used the new MCP photomultipliers #2199, #2196, and #2200 (XPM85112-S-
R2D2) by Photonis described above. The photomultipliers were operated at 1545V using a HV
divider with a ratio of 1:10:1 (500 kQ : 5 MQ : 500 kQ) providing the gain 1800 (#2196), 2300
(#2199), or 2100 (#2200). The Train 2 with the full complement of 4 bars (solid or glued) was
installed on top of the separation window and aligned to its pixelization [6]. The output signal
from each pixel (channel) was amplified by the PA-a and PA-b preamplifiers mentioned above
providing the total amplification gain of 1000. This value includes the attenuation of the 1.7 m
long cable being part of the PA-a amplifier. The amplified signal was collected by means of a
fast LeCroy WaveMaster 806Zi-B oscilloscope (bandwidth of 6 GHz, sampling of 40 GS/s).
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The oscilloscope was triggered by the signal from one of three detectors S1, S2, and S3
downstream of the beam. Each trigger detector consisted of a 15 mm long fused silica bar
of 3 x 3 mm? cross-section coupled to a silicon photomultiplier (SiPM) manufactured by ST
Microelectronics (S1, S2, type: NRD0O9_1 with 3.5 x 3.5 mm? and 58 pm cell size) [18,19] or by
SensL (S3) [20] that detected Cherenkov radiation. They were placed on a two-axis movable stage
(remotely controlled) in the beam-transverse plane to select a specific area of the ToF detector
for study. The first detector S1 (the closest to the ToF) was mostly used as a trigger. The others
were used for the measurement of their mutual resolution and, in turn, the resolution of the S1.
The signal from the S1 detector was preprocessed by a CFD (Constant Fraction Discriminator)
unit to minimize its time-walk (with a threshold value of —400 mV). A custom software CFD
was implemented in the offline analysis of raw signals from the photomultiplier to extract arrival
times of generated pulses with respect to the trigger.

4. Measurements and results

There were three main goals: (1) the timing resolution of the detector using solid bars and
comparisons to the glued counterparts, (2) the validation of the ToF model including modelling
the MCP-PMT using analysis of raw signal waveforms, and (3) the timing resolution at a higher
gain. The aim of the last goal was to compare the detector performance at gain levels used in the
past ([7]). The last goal is mentioned in the Discussion section only because of its lower priority.
Measurements were focused on the Train 2 which had been our reference train across all test
measurements. Except the first train with a taper, other trains behave in a similar way. Mutual
comparisons were investigated in the past [7]. During all measurements, the trigger S1 was
positioned to have a coincidence with the following ToF areas in the beam: 0 mm from the edge
(in short the edge), 5 mm, and 9 mm from the edge, see also Fig. 1(b). First, the timing resolution
of the trigger (S1) was determined by means of a comparative timing resolution measurement
among all SiPM detectors. The timing resolution of the trigger S1 detector was found to be
11 + 1 ps. The photomultiplier #2199 was used for the main comparative measurements of glued
and solid bars for three positions of the trigger. The #2200 was used for high gain studies. The
different photomultipliers were compared in the framework of a configuration at 5 mm from the
edge with solid bars and the normal operational gain (2000) of the PMTs.

4.1. Raw signal analysis

In this analysis, the focus was on the signal strength of glued and solid bars in the Train 2 as well
as a comparison of bars within the train. This analysis was done in terms of the pulse area at the
impedance load AL and the number of photoelectrons Ny, which was calculated from the area
using Eq. (2). After rearrangement and assuming the statistical behavior of the experimental
data, the number of photoelectrons was estimated as follows:

1
e-Zy - Gspg

n

Aby=—-— T
A e-g-7.-G

Ve = - () = =4 @)
8P

where (N,,) is a mean number of photoelectrons evaluated from a mean value of the pulse area

(A,) calculated from a set of events for the same conditions (number of events was 50 000 in

our measurements); g = 1000 is the total gain of the preamplifiers; G is the (DC) gain of the

photomultiplier; 7 = 0.6 is the collection efficiency; and the value of p is in Table 3.

Figure 9(a) shows a typical histogram of amplitudes for the solid Bar 2C with a good separation
from the pedestal at —100 mV. Figure 9(b) demonstrates linearity between the amplitude and
the area of the signal which is in turn proportional to the total charge (and the number of
photoelectrons N, ) generated within the photomultiplier. In this example, k; = 0.507 ns.

Figure 10 shows the signal strength (signal areas at the load impedance) of the bars in the
Train 2 for both the solid (in rich colors) and the glued (in pale colors) versions measured at
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pedestal

(a) (b)

Fig. 9. Example of the raw signal analysis of the measurement of the solid Train 2 using
the PMT #2199 at the DC gain of 2300 and the trigger position at 5 mm from the edge:
(a) histogram of amplitudes taken from waveforms produced in the channel of the solid Bar
2C, (b) mutual dependency between the signal amplitude and its area (which is proportional
to the total charge in pulse generated by the photomultiplier).

all specified distances from the edge of the bars (the trigger positions, see Fig. 1(b)). These
values were obtained by dividing the measured signal areas by the amplification gain of 1000.
The height of each box is equal to the span between quantiles 0.25 and 0.75 of the distribution
of the areas given and the position of the black line in each box indicates its mean value. The
corresponding ratios of pulse areas (solid bars vs. glued counterparts and among bars in the
train) are summarized in Table 4. Here, S/G denotes the solid-to-glued ratio. The ratios 2B/2A,
2C/2A and 2D/2A are briefly denoted in summary as 2X/2A in the next text.

Signal areas (glued vs. solid bars, PMT #2199, gain 2300)

or
glued solid : glued solid } glued solid
011 1 I
| I
0.2 HH ! HB ! EEH
zg* | -
s I I
< | |
0.4 H | H |
| I
05F I |
A, B, C, (glued bars in pale colors, solid bars in rich colors)
0.6 ‘ : ' ‘ '
edge 5mm 9mm

Fig. 10. Signal strength at the load impedance of bars in the Train 2 measured at various
distance from the edge of the ToF for the (DC) gain of 2300 of the photomultiplier #2199.

On the one hand, the results revealed a discrepancy with regard to expectations in the case
ratios between bars. The simulations predicted an augmentation of the signal in the channels
2B-2D compared to the first (upstream) Bar 2A by a factor of 1.2-1.7 based on the trigger position,
see Table 1. Instead, the signal strength of the bar 2B was lower by approximately 10%. The
Bars 2C and 2D produced stronger signals than the Bar 2A by a factor of 1.2-1.3 (at the edge)
or 1.3-1.4 (5§ mm and 9 mm) which was less than expected. This would mean that the channel
of the Bar 2A has a higher amplification in the back-end side of the PMT electronics. On the
other hand, S/G ratios are in an agreement with the simulations, see Fig. 11(a). This indicates
the simulation satisfactorily predicted the number of photoelectrons generated in the deep UV
region. See the Discussion section for a detailed analysis of this result.
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Table 4. Measured mean pulse areas A{-, in [pWb] of the bars in the Train 2 (solid and glued)
using the PMT #2199. The parameter S/G stands for the ratio solid/glued of mean areas.

Edge 5 mm 9 mm
Bar Glued Solid S/G Glued Solid S/G Glued Solid S/IG
2A —-0.178 -0.323 | 1.8+0.7 | -0.153 -0.256 | 1.7+0.7 | -0.153 -255 1.7+0.7
2B —-0.163 -0.296 1.8+0.6 | —-0.135 -0.240 1.8+0.7 | -0.126 -205 1.6+0.6
2C -0.212 -0.368 1.7£0.6 | -0.194 -0.331 1.7£0.6 | -0.168 —288 1.7+0.7
2D -0.224 —-0.428 1.9+0.7 | -0.210 -0.375 1.8+0.7 | -0.198 -365 1.8+0.8
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Fig. 11. Comparison of experimental data (CERN SPS, 7+, 120 GeV) with simulation for
the Train 2: (a) ratios of pulse areas between solid bars and glued counterparts (Table 1) with
corresponding ratios between the number of photoelectrons given by simulation (Table 4)
using PMT #2199, (b) estimated number of photoelectrons. The yellow shaded area
represents uncertainty of Ny, by data due to errors in determinations of the PMT gain,
preamplifiers gain, and the impedance load. The solid black line denotes positions of the
perfect match between data and simulation and the dashed lines indicate the mean shift of
measured values from simulation results.

The plot in Fig. 11(b) summarizes how the simulation agrees with data in terms of an estimation
of the number of photoelectrons generated and accepted by the photomultipliers according to
Eq. (4). Each point represents a specific case of a bar type (A-D, solid or glued) and a trigger
position. The solid black line denotes positions of the perfect match between data and simulation.
For each photomultiplier, the dashed line represents a mean deviation from the simulation. The
estimation of N, from data was affected with uncertainties in determination of the PMTs gains
(£15%), fluctuations of the gain of preamplifiers across channels (+1 dB, +10%), and the input
impedance Z; (+5%) of the PA-a preamplifiers (as noted earlier in the text). This uncertainty is a
rather high +6 p.e. and is visually depicted by the shaded yellow band in the figure. At first sight,
the model slightly underestimates the number of photoelectrons compared to data by 2.6 p.e. on
average.
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4.2. Timing performance

Timing resolution is the main characteristics of the ToF detector. By design, a crossing particle
hits one of four trains triggering (possibly) all bars in the train. Thus, the resolution is given by
timing resolutions of the individual trains. The timing resolution of a train was calculated as an
amplitude-weighted average of arrival times measured in each bar of the train. This weighted sum
approach gives a higher importance to those signal outputs with higher amplitudes in the average.
It could happen that only three or two bars or even one bar triggers. The timing resolution is
affected correspondingly. The timing performance was analyzed for all trigger cases in which all
bars or at least given number of bars triggered. It showed that all four bars triggered together in
most cases (94%). Thus in the following, only the case was considered in which all four bars in a
train triggered.

Figure 12(a) shows results from the analysis of the timing resolution of the glued and the
solid bars. For each trigger position, solid bars exhibited a better resolution by 4 ps on average.
The timing resolution of the whole solid Train 2 improved as well by 3 ps on average. Its
resolution was: 20 + 2 ps at the edge, 22 + 2 ps at 5 mm, and 24 + 2 ps at 9 mm from the edge.
Figure 12(b) summarizes these results for solid bars only with all photomultipliers in various
trigger positions. As expected, there were no significant differences in the timing resolution
among the photomultipliers. There is a worse timing resolution of the PMT #2196 at the channel
of the Bar 2A which could be attributed to the lower strength of the signal output at this channel
(probably due to a worse response of the PMT pixel). The timing resolution of the full Train 2 at
5 mm was: 24 + 2 ps for the #2196, 23 + 2 ps for the #2199, and 21 + 2 ps for the #2200. At the
edge, the timing resolution for the setup with the PMTs #2199 and the #2200 was 20 + 2 ps and
19 + 2 ps respectively. The only #2199 was used or measurements at 9 mm from the edge giving
24 + 2 ps.

(a) (b)

Fig. 12. Results of timing resolution measurements: (a) comparison of glued and solid
bars of the Train 2 using the PMT #2199, (b) results for solid bars and all photomultipliers.
Photomultipliers were operated at 1545V (HV divider ratio 1:10:1) providing the gain 1800
(#2196), 2300 (#2199), or 2100 (#2200).

5. Discussion

The timing performance is the main characteristics of the ToF detector. Its recent upgrade
addressed all shortcomings of the original ToF version while maintaining its proven radiation
hardness which is critical in conditions of the LHC environment (total expected dose of 400
kGyl/year at a distance of 5 mm from the beam centre). There were worried that changes in
its construction (the additional separation window) and its low PMT operational gain (down to
2000) would significantly deteriorate the timing resolution. Values measured in the vicinity of 20
ps are acceptable for the AFP project. The PMTs #2200 and #2199 particularly gave promising
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results. Based on the results of rate measurements [10], both devices were chosen for installation
in the LHC environment.

Solid bars helped a lot to maintain the timing resolution at around 20 ps. All the mentioned
results of the timing resolution were valid for low rates of passing particles per train (tens of kHz).
In the LHC, the rate will be 20 MHz per train. In general, the performance of photomultipliers
decreases at these rates due to limits in the speed of charge replenishing of the MCP. This causes a
drop of its actual (effective) gain [10,11]. As mentioned in the Introduction, laser measurements
showed that there was no gain drop of the PMT #2199 and #2200 at 20 MHz and at the gain of
2000. Thus, these two PMTs should operate with the same performance in the LHC tunnel at
that gain. The arrival time of a whole train was calculated as a (weighted) arithmetic average of
the arrival time of each bar. Looking at Fig. 12, the mean resolution of each bar in the Train 2
was roughly o, = 38 ps (across all the PMTs, trigger at 5 mm from the edge). This theoretically
corresponds to the train resolution o; = 19 ps applying the rule o; = 03/VN, where N = 4
is number of bars in the train. This rule is valid if there is no crosstalk among the bars. The
mean measured timing resolution of the Train 2 was about 21 ps, close to ¢;. This indicates
that the crosstalk was small which was one of the goals of the suggested changes in the backend
electronics of the photomultipliers.

It is common that pixels behave non-uniformly across a MCP-PMT due to space inhomogeneities
both of the photocathode QE and the emissive layer in the MCP as well as due to amplification
variations of the amplifiers across channels (approximately +10%). Thus, there is no reason
to compare the experimental data with the simulation in terms of pulse area ratios among bars
in train (like 2X/2A in Table 4). Comparisons between solid and glued bar counterparts are
however not affected by this issue. As seen in Fig. 11(a), there is a good agreement between
the simulation and the experimental data in this way. One drawback of the simulation was the
unknown quantum efficiency of the MCP-PMT photocathode at wavelengths below 200 nm (in
deep UV). We simply assigned the value of 0.16 at the lowest known wavelength of 200 nm
to the region down to 160 nm. By nature, the production of Cherenkov photons grows rapidly
with lower wavelengths and any significant changes of QE below 200 nm would cause a serious
deviation of the real response from that of the model. An analysis of the S/G ratios (Fig. 11(a))
indicates the simulation satisfactorily predicted the number of photoelectrons generated in the
deep UV region when taking into consideration that the glued bars effectively work down to 233
nm due to the glue cut-off point and solid bars work down to 160 nm [9]. Thus, the QE is around
0.16 on average below 200 nm.

Measurements at high gains (10*—10°) with the PMT #2200 during the beam test measurements
were performed to see what timing resolution we could expect at normal operational gains. We
reached a timing resolution of down to 15 ps at the DC gain of 3.5 - 10* and at the edge which is
comparable with our results in the past with the simpler geometry of the ToF [6,7]. However, the
conditions at the LHC don’t allow the ToF operation at those gain levels without a significant
loss of efficiency.

We also tried to predict the output signal strength from the photomultipliers by means of
an equivalent electrical circuit, see Fig. 5. The credibility of such a model depends both on
its complexity and a correct estimation of each component, in particular parasitic impedances.
The model was successfully verified in the past on data from laser measurements comparing
amplitudes on one-photoelectron levels at the light wavelength of 405 nm. The comparison with
beam test data presented here was more difficult due to its higher complexity - especially the
wide spectral range of incoming Cherenkov light (from 160 nm to 600 nm) associated with a
spread distribution of photoelectrons in time, and the complex geometry of the optical part.
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6. Conclusion

Last two years, the ToF detector for the AFP project underwent significant design changes to
remove various construction shortcomings. The throughput of its optical system was affected by
the extra quartz window in the light path. Beside this, there was the requirement of operating
the photomultiplier at lower gains close to 2000 to compensate for the signal attenuation at high
pulse rates of 20 MHz. A new backend electronics of MCP-PMTs was designed in cooperation
with Photonis, Inc. to suppress the electronic crosstalk among channels, to adapt to our changes
in the ToF design, and to improve protection against external electromagnetic interference.

Based on these modifications, Photonis produced four new ALD coated miniPlanacon
XPM85112-S-R2D2 photomultipliers for us: S/N 9002196 (MCP resistance of 44 M(2), 9002199
(35 MQ), 9002200 (27 MQ), and 9002201 (55 MQ). We proposed their equivalent electrical
model. We used it also to extend our simulations of the ToF detector by calculations of the output
signal waveforms based on simulated time distributions of the initial Cherenkov pulse done in
Geant4. The beam test measurements at the CERN SPS beam proved the credibility of such a
model, although improvements are still needed. Namely, a model of QE in deep UV region must
be better specified (need to measure). There is also a plan to measure irradiated bars from the
LHC environment in the SPS beamtest facility to better understand the effect of the radiation
damage.

The measurements confirmed the detector kept its timing resolution of 20 ps at low gain levels
of its photomultiplier (order of 10%). Without gain constrains, we reached the limit of 15 ps at a
gain of 3.5 - 10*. The detector is now installed in the LHC tunnel and is ready for running in the
Run 3 campaign of the LHC.
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ARTICLE INFO ABSTRACT

Keywords: We report the results of the measurements of three pieces of the new Photonis miniPLANACON microchannel-
Micro-channel plate photo-multiplier tubes plate photomultipliers (MCP-PMTs) intended for use in the demanding environment of the Large Hadron
Time-of-flight

Fast timing
Cherenkov radiation

Collider (LHC) beamline as a part of the AFP Time-of-Flight detector. These photomultipliers were modified
in cooperation with the manufacturer by using a custom backend and were subjected to numerous tests, with
the focus on the rate capability and crosstalk behaviour. We determined that the two of them with a lower

MCP resistance are able to operate without significant saturation at an anode current density of 1 pA/cm?.
These two are, therefore, suitable for the intended use and are currently installed as part of the AFP detector

packages.

1. Introduction

Photomultiplier tubes (PMTs) are widely used in particle and as-
troparticle physics experiments for the detection of low photon fluxes.
Among them, microchannel-plate photomultipliers (MCP-PMTs) are
preferred in many fields of application because they have these main
advantages: (1) A fast response in tens of picoseconds (in terms of
transit-time spread) thanks to the short distances the electrons have
to travel and its high electric field (tens of kV/cm); (2) Insensitivity to
magnetic fields even above 1T [1] thanks to the same reasons; and (3)
High spatial resolution thanks to the granularity of the microchannel
plates allowing for pixelization through the use of multiple anode pads.

MCP-PMTs, however, also have some disadvantages. They cannot
operate at gains higher than 107 due to limitations of the pulse charge
capacity per channel [2] and, until recently, a limited lifetime. The
lifetime is affected by the large total surface of a microchannel plate
which makes it difficult to outgas the channels completely. Internal
electron bombardment, therefore, generates ions through electron stim-
ulated desorption. These bombard the cathode backwards with a kinetic
energy at the order of keV(s) (depending on MCP bias voltage) and
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reduce its quantum efficiency [3,4]. Furthermore, as the cumulative
charge handled by the MCP plane increases, the gain decreases. Both
effects limit the useful lifetime of MCP-PMTs without proper MCP
modifications to an integrated (or cumulative) anode charge (IAC) of
about 0.5C/cm?.

A novel MCP technology using glass microcapillary array substrates
functionalized by the application of resistive and secondary emissive
layers using atomic layer deposition (ALD) significantly improved the
quality of MCP plates. Photomultipliers with the ALD coating of the
MCP plates are characterized by an excellent lifetime reaching 5 C/cm?
or even higher as reported by the Lehmann group [4].

The time-of-flight (ToF) detectors of the AFP (ATLAS Forward Pro-
ton) project [5] use photomultipliers of the miniPlanacon family made
by Photonis with two MCP plates, one PMT per ToF detector. They
are equipped with a matrix of 4 x 4 anode pads with a pixel size of
5.8 x 5.8 mm?. Each pixel corresponds to one of sixteen L-shaped fused
silica bars forming the optical part of the detector. The detection of
passing protons (originating from proton-proton collisions at the LHC)
is based on Cherenkov light production in the bars. A typical diffractive
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proton normally passes four bars in one of four rows of the detector.
Each row is called a train. Until 2018, a yield of 15-20 photoelectrons
(P,) was achieved per pixel (60-80 photoelectrons in total per proton
in a train) [6]. Since then the yield has increased by a factor of 1.6 [7]
due to technological improvements in the production of the bars.

As the anode pads share the same MCP, parasitic crosstalk among
the pads affects their output signals. It consists of the electronic
crosstalk discussed in the next section and the charge sharing which
we briefly describe here. A Cherenkov light pulse emitted in a bar
of the ToF detector is almost uniformly distributed across an area of
6x 5 mm? at the output of the bar on the photomultiplier window [7].
The correspondingly generated charge cloud leaving the MCP pores
partly hits anode pads in adjacent pixels at the same time. This effect
is known as the charge sharing crosstalk. The charge sharing is less
pronounced in tubes with a shorter distance between the anode pads
and the MCP output plane [4]. As mentioned above, one proton hits
four bars in a train of the ToF resulting in the uniform illumination
of one row of four photomultiplier pixels. The charge sharing among
pixels in that row is not an issue because it does not cause a loss
of timing resolution (the signal arrives at the same time for all four
channels due to detector geometry) and any pulses due to the charge
sharing towards pixels in adjacent rows can easily be rejected. This
form of crosstalk can be controlled primarily by two mechanisms:
restricting the channel area that the light can hit and by the reduction
of the anode gap by the manufacturer.

Two non-ALD XPM85112 tubes with two MCP plates in each, uti-
lizing 10 pm pores, were used for Run 2 of the LHC (Large Hadron
Collider) at CERN in 2017. The first one had an MCP resistance of
48 MQ and a reduced anode gap of 0.6 mm. The latter one was equipped
with MCP plates with a total resistance of 17 MQ and a standard anode
gap of 29mm. The ToF detectors were each exposed to the rate of
4MHz of the signal protons per train (per four pixels) resulting in
a total proton flux through each ToF detector of 4.8 - 10'? during the
entire 2017 operation. Both photomultipliers reached an IAC of approx-
imately 2.4 C/cm? during this period. This resulted in the degradation
of their quantum efficiencies and a drop in the overall performance [8].
Besides this, the PMT gain decline due to high rates of incoming protons
negatively affected the performance of the detector [9].

This behaviour was measured in laboratory laser tests and reported
in [10]. As stated there, the maximum effective rate estimate (above
which the gain declines) is inversely proportional to the MCP re-
sistance, the intrinsic gain (at low kHz rates), and the number of
photoelectrons produced by the photocathode. If the last two param-
eters increase, the amount of the generated charge increases whilst the
higher MCP resistance impedes its fast charge draining. Thus, the lower
MCP resistance helps achieve better rate capability. The same holds
for the lower number of photoelectrons and lower gain, but such PMT
rate behaviour improvement is at the expense of the deterioration of
its timing resolution [10].

These facts led us to require the following from the MCP-PMTs
intended for Run 3 of the LHC (in which the expected proton rate will
be 20 MHz per train): an MCP resistance below 30 MQ; a proper ALD
coating to extend the lifetime of the tube above 10 C/cm?; and the
ability to work at low intrinsic gains at the order of 10° so as to shift the
maximum light pulse rate above 20 MHz without a significant decline
of the operational gain and timing performance due to saturation.
Photonis produced the three miniPlanacon XPM85112-S-R2D2 PMTs
for us. We modified the backend electronics of the tubes in cooperation
with Photonis to suppress the electronic crosstalk among pixels. The
next section describes the three photomultipliers and the backend
modifications.

2. Tested devices and their modifications

Based on our experience from Run 2 of the LHC we decided to use
new MCP-PMTs for Run 3 of the LHC (in which the expected proton
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rate will be 20 MHz per train). The three miniPlanacon XPM85112-S-
R2D2 PMTs produced by Photonis for us are: S/N 9002196 (an MCP
resistance of 44 MQ), 9002199 (35MQ), and 9002200 (27 MQ). Later
in the paper we often identify them using the last four digits of the
S/N only. The spread and deflection of the MCP resistances from the
< 30MQ requirement are probably due to difficulties in keeping to
this parameter during production, particularly with regard to the ALD
coating made by Arradiance LLC. They have a fused silica entrance
window and a Bialkali photocathode. Their two-stage MCP is ALD-
coated (resistive and secondary emissive layers) by Arradiance LLC to
achieve an extended lifetime above 10 C/cm?. We intend to operate
them at a low intrinsic gain of 2 - 10° to shift the maximum proton
rate (at which timing does not yet deteriorate) above 20 MHz. All these
photomultipliers are produced with a matrix of 4 x 4 pixels defined by
square anode pads with a size of 5.8 x 5.8mm? and a spacing gap of
0.6 mm between them. We decided to modify the back end electronics
of the PMTs to fit into the new design of the AFP detector and to
suppress negative electronic crosstalk. Furthermore, one of the PMTs
(9002200) featured a reduced anode gap of 0.6mm (which is much
lower than the standard gap of 2.9 mm present in the other two pieces)
in an attempt to reduce charge sharing among the anode pads. We will
evaluate this later in the paper.

Standard XPM85112 photomultipliers are equipped with two 16-pin
arrays of signal output connectors, each consisting of eight signal-
ground pairs of pins. In the past, we developed an eight-channel first
stage pre-amplifier (called PA-a) designed to directly connect with the
block (see Fig. 1a). Such a configuration, however, was a concentrated
source of heat. For the new Run 3, the compact PA-a modules were
replaced with a set of in-line one-channel preamplifiers equipped with
MMCX male connectors on the end towards the PMT and a 1.7 m
long coaxial cable with the same MMCX ending on the other side
(see Fig. 1b). This solution allows for better protection against outside
electromagnetic interference, easier replacement of any damaged PA-a,
and better heat removal through the large overall surface area. For this
reason, we needed to modify the layout of the output pins of the new
PMTs and add MMCX female connectors to them.

The electronic crosstalk among the anode pads is present mostly due
to the shared MCP output electrode (MCP-OUT) and existing capaci-
tance between the MCP output plane and the anode pads. This distorts
the shape of the signal rising edge and deteriorates the timing perfor-
mance of the PMT. Fig. 2a shows an equivalent circuit of the original
photomultiplier design by Photonis. The real electronic components are
in a black colour, while the parasitic impedances are indicated in grey.
Note the MCP-OUT BIAS part is realized by four parallel branches on
the PMT backend (one per each side), whereas only one of them is
shown in the scheme. The yellow rectangle represents a nickel strip
(50 um thick and 2 mm wide) which connects MCP-OUT BIAS on the
backend side with the MCP-OUT electrode plane. The bias resistor R,
and the capacitor C, form the high-frequency grounding of the MCP-
OUT plane together with the intrinsic impedance L of the strip. The
intrinsic resistance of the strip is negligible with respect to the R,
and it is omitted here. When a developing charge cloud propagates
to the MCP-OUT plane, a parasitic crosstalk voltage arises on this
grounding part. Its magnitude heavily grows with the value R, of the
bias resistor. The parasitic voltage is shared among all the anodes of the
PMT through the capacitances C,,. The bias resistor R, is a load resistor
for the MCP-OUT electrode and it is meant for the readout of the whole
MCP output signal. It has no function with regard to a separate readout
of individual pixels. Removing the bias resistor is one way of reducing
the crosstalk as was done in the ALICE experiment [11]. Moreover,
ALICE halved the anode capacitance (C,,) through the optimization of
wire lengths and the ground location. This further led to a decrease in
the undesirable crosstalk between adjacent anode pads [11]. Segmen-
tation of the MCP-OUT plane is another way to suppress the electronic
crosstalk. This approach was taken in the Hamamatsu photomultiplier
SL10 in the frame of the Super-KEKB project [12].
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Fig. 1. (a) Eight-channel PA-a module with a copper chiller to be connected to the original design of the PMT and its holder, (b) in-line one-channel version with MMCX connector
for the new design of the ToF detector.
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Fig. 2. Semi-realistic electronical circuit of (a) the original MCP-PMT XPM85112 by Photonis, (b) the modified design. Real electronic components are in black and parasitic
impedances are in grey. The pink inset shows how capacitors are connected to the extended strip.

(a) (b)

(c) (d)

Fig. 3. Snapshots from the construction of a prototype of the modified version of the photomultiplier XPM85112: (a) the bias PCB equipped with a black HV input block and four
Nickel strips for a grounding connection with the anode PCB, (b) the anode PCB with MMCX female connectors, (c) the prototype after installation of the bias PCB and without

the anode PCB, (d) the assembled prototype with both PCBs.

We were inspired by the approach used in the ALICE experiment and
proposed a similar solution without the bias resistor and with various
additional modifications aimed to decrease the unwanted capacitances
and inductances (see Fig. 2b). All these modifications were done in
cooperation with Photonis. In Fig. 2b, the bias resistors are missing and
only a parasitic resistance R, of the strip is included in each MCP-OUT
BIAS branch. The width of the Nickel strips is now 23 mm on three
of the four branches. The last one, close to a high-voltage connector,
contains a Nickel strip 12 mm wide due to the spatial limitations (see
Fig. 3a). Besides this, each branch is equipped with four or two (on the
branch with the shorter strip) parallel 4.7 nF capacitors C, distributed
equally across the Nickel strip (see the pink inset in Fig. 2b). In this
design, the high-frequency grounding is formed by these capacitors
and the strip impedance (given by R, and L) which is low. Thus, the
crosstalk strength is lower with this design.

Like the original design by Photonis, the back end electronics con-
sists of two printed circuit boards (PCBs): the bias PCB and the anode
PCB, each with a size of 32 x 32 mm? (see Figs. 3a and 3b). The bias

PCB has four layers. It contains all the above-mentioned modifications,
and it is additionally equipped with an NTC (Negative Temperature
Coefficient) thermistor for monitoring the PMT temperature. A black
HV input block is bonded to the bias PCB. It includes high-voltage input
cables from a high-voltage divider as well as the signal cables of the
thermistor. The anode PCB is designed for equal wiring of all the output
anode signals and to mount the MMCX female connectors (see Fig. 3b).
The distribution of the connectors follows the original spatial distri-
bution of the anodes output pins. In the original design, the distance
between both PCBs is around 5 mm. The distance is shortened to 2mm
in the modified design. The original ground connections between PCBs
of four 1 mm wide Nickel strips on their corners were replaced by 4 mm
wide strips as seen in Fig. 3c. Fig. 3d shows an assembled prototype of
a modified XPM85112.

3. Measurement setup

A scheme of the setup can be seen in Fig. 4. The measurements were
performed using the Hamamatsu M10303-29 laser system. The laser
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Fig. 4. The measurement setup scheme. In some cases, the amplifiers were left out to get a single photoelectron reference charge for the PMT gain measurements.

Fig. 5. The mask used to select the active channels using individual plugs. The dead space gap sizes at the channel boundaries are marked on the left.

head in use had a wavelength of 405.6 nm and 64.9 ps long pulses. The
light from this laser was routed through neutral density filters (OD 0-8)
and towards the PMT using two optical fibres with a solarized 200 pm
core and an overall length of 2m. The second fibre was either directly
attached to the PMT front face through a fixed collimator to illuminate
only the centre part of the channel (in the case of gain measurements,
where we aim to eliminate any losses to neighbouring channels due to
charge sharing) or routed to an adjustable focus collimator to expand
the beam in a dark box over a distance of ~ 50cm to illuminate the
PMT in a uniform fashion. A 3D printed custom mask (Fig. 5) was used
to select the desired channels for illumination, leaving the rest covered.
The mask replicated the shape and layout of the fused silica cherenkov
bars used in the AFP ToF system (5 X 6 mm rectangles, centred over the
PMT channels). A single channel or an entire column of four channels
was used in the measurements, depending on what the goal was. The
full column scenario represented the typical response of the AFP ToF
system, where a series of four bars is hit by each passing particle.

The PMT body was wrapped with electromagnetic shielding tape
and placed in an aluminium dark box to improve its shielding from out-
side interference. The signal pulse from the PMT was typically ampli-
fied using the custom broadband amplifiers with two stages (PAa+PAb)
mentioned earlier and read out by an oscilloscope (LeCroy WavePro
806Zi-B with a 6 GHz bandwidth and a 40 GS/s sampling rate), which
was triggered by the laser driver sync out signal.

4. Measurement design and results
4.1. Gain curves

Each PMT was subjected to several different measurements. The
first one of those was always the gain curve measurement using the
pulse charge method. This method is based on integrating the current
from the PMT channel being tested when struck by a single photon.
For signal to be produced at all, the photon needs to be converted to
a photoelectron which in turn has to be accepted and multiplied by an
MCP pore, therefore, passing both quantum and collection efficiencies.
The charge is obtained by integrating the voltage waveform and divid-
ing it by the known load of 50Q. Doing this with no amplifiers and
with single photon events at high gain, we can divide the integrated
charge by the elementary charge e to get the absolute gain. This is then
repeated with amplifiers to get their precise gain. The amplifiers then
allow us to measure at a lower PMT gain without losing the signal peak
in noise. When the amplified single-photon pulse becomes too weak
at around 1750V, we continue with stronger light pulses of about 5 Pe
detected, stitching the measurements together at that point (which is
measured at both light levels). This stitching is done a second time at
around 1600V, switching to ~ 50 P, pulses that are observable even at
gain as low as 10°. The resulting gain curves are shown in Fig. 6.
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Fig. 6. Gain curves of the three PMTs subject to our tests. Yellow points come from the manufacturer’s specification. The blue curve is our result with reference to the single-photon
charge we measured; the red curve is that curve corrected to match the 10° gain point from the PMT specification.

The difference in the gain curves measured (blue) as compared to
the specification points (yellow) can be attributed to different mea-
surement methods (pulse charge vs current method used by the man-
ufacturer) and the typical slightly changing gain of individual PMT
channels. When the gain curve is corrected by a fixed factor to match
the 10° gain point from the specification, it hits the other specification
points with an error of only 1 —4 % (red curve). This tells us the gain
measurement was performed correctly and the differences can really be
attributed to the measurement method. In particular, our pulse method
excludes collection efficiency and takes into account only electrons
which are collected and multiplied by the MCP. In contrast, the current
method using constant illumination through which the specification
was determined includes the collection efficiency in the results. In
essence, the ratio between the two curves is a rough measurement
of the collection efficiency, which is typically ~ 50% in this type of
MCP-PMTs [13].

When the obtained gain curves are later used to determine the num-
ber of photoelectrons, only the ratio between the gains at two points on
the curve is important and, therefore, the original and corrected curves
yield the same results. However, one has to be careful which curve is
used when setting up the gain of the PMT itself.

4.2. Timing resolution (TTS)

The timing resolution of the devices being tested was determined
by measuring the transit time spread (TTS), the single photoelectron
timing resolution. The highest gain data from gain curve measurement,
where only single photons were typically detected, were used for this.
All of the PMTs tested here have TTS of 38.8 + 0.5ps (measured as
42 + 0.5 ps before laser pulse width subtraction). An example plot and
the fit can be seen in Fig. 7.

4.3. Gain behaviour after high rate PMT saturation

As previously reported in [10], the earlier generation of single
layer ALD treated long-life MCP-PMTs suffered from extended gain
deterioration after being saturated by a high photon flux, which only
slowly recovered to the original values. The tubes evaluated here use
a double ALD layer (denoted as R2D2) and were subject to the same
test which showed a completely different behaviour pattern. As can be
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Fig. 7. TTS of PMT 2196 at 1920 V. The tail on the right of the peak is caused
by photoelectrons that bounce from the MCP front face and are accepted by a pore
later [14]. When the histogram range is extended to cover the whole tail (spanning
~2.5ns), the RMS rises to 0.29 ns.

seen in Fig. 8, the gain actually increases by up to 20 % when returning
to low rates (10Hz) after a saturated state (20 MHz of 25P, pulses for
1 min).

The recovery does not reach the original value within the 30-
minute test and seems instead to stabilize at 110% according to the
fit parameters. However, when the PMT is not powered, the recovery
is accelerated compared to this measurement and gain reaches the
original value under half an hour (deviation of less than 1% from the
pre-saturation level). This information was utilized when preparing the
measurement protocol for the rate capability tests (inserting waiting
periods of 30 min) in order to prevent the influence of previous
high-rate measurements on the baseline gain.

4.4. Rate capability

The rate capability of the PMT is of the utmost importance in our
ToF system. The rates of incoming protons passing the detector may
reach 20MHz in Run 3 of the LHC as the luminosity at interaction
points is increased. Thus, we need to show that the PMTs can operate
under these conditions without losing too much gain (manifesting as
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Fig. 8. Gain behaviour of PMT 2196 when recovering from saturation, seen as changes in mean amplitude. The 25P, pulse rates were reduced from 20MHz (~ 1 pA/em?) to
10Hz at 1 = 0. Each blue dot represents the average amplitude of 25 pulses for better plot clarity. The point near t = 0 at ~ 0.85 contains partially high and low rate data and is,

therefore, an artefact of the switch to low rates.

a lower efficiency of our ToF system) or timing resolution. To aid the
rate capability, we use a low PMT gain of 2000 (with respect to the red,
current method gain curves in Fig. 6, corresponding to ~ 4000 pulse
gain, which excludes collection efficiency). With the expected number
of photoelectrons of 20—30 per proton in each channel hit and a 20 MHz
detection rate, the required rate capability is ~ 1 pA/cm? in terms of
anode current density.

As four channels in a row are hit in a typical detection event, we
set up our channel mask accordingly to open a single row of channels
across the PMT. This has the most impact on the timing measurement
by allowing for the averaging of the four channels, but it has only
a marginal impact on the rate limit [10], as the charge per area is the
same as if a single channel had been opened only.

The number of photoelectrons (P,s) in the measured channels was
determined as the ratio of the median area under waveform as com-
pared to a single P, measurement, using the gain curve to correct for the
PMT gain difference (single P, measurements require high gain > 10°).
We aimed to obtain data at P, of 25 and 50, with some small variations
across the PMTs due to setup (filter) limitations.

The rate scans were performed from 10kHz up, with this lowest
rate point serving as a reference for the relative gain determination.
The gain ratio was calculated using the median area under waveform
values. If, however, a simple amplitude was used instead, the results
would have been essentially identical.

Fig. 9 shows the relative gain dependence on the pulse rate, where
the gain starts to deteriorate at several MHz, varying across the PMT
pieces and the number of P,s in the pulse. We can easily see that at
comparable P,, the MCP resistance has a significant influence on the
rate limit, with the lower values allowing for higher rates without the
gain suffering. A comparison of the gain behaviour and the timing
resolution can be found in Table 1.

The timing resolution results originate from the same measurement
set and, therefore, the same considerations about P,s apply. The arrival
time of the pulse is determined through a software CFD (constant
fraction discriminator), thus removing time walk by triggering at 42 %
of the pulse height, which was previously determined to yield the
best results. A minimum amplitude cut of 12mV was used as a cut-off
threshold for the events, resulting in > 99 % efficiency at sufficient light
levels of ~ 20P, or more.

Table 1
Train (4 channel average) timing resolution and relative gain of each PMT when
subjected to 10kHz and 20 MHz pulses of ~ 25P, (~0.5nA/cm? and ~ 1 pA/cm?).

PMT MCP R o, (10kHz) o, (20MHz) Gain ratio (20 MHz/10kHz)
2196 44MQ 22.5ps 39.5ps 0.58
2199 35MQ 22.8ps 22.8ps 1.07
2200 27TMQ 14.8 ps 16.3ps 0.99

The timing resolution strongly depends on the number of P,s, as can
be seen in Fig. 10. The train combination (average of arrival times of
the four channels forming a train) improves the timing significantly,
as expected. In all cases, the timing starts to deteriorate at roughly the
same rates as the gain, which can be seen by comparing Figs. 9 and 10.

4.5. Crosstalk

As we mentioned in the Introduction, we have studied electronic
crosstalk and the crosstalk by charge sharing as separate effects. Whilst
the electronic crosstalk from a channel affects all the others approx-
imately to the same extent, the charge sharing takes place only in
the immediate vicinity. As the footprint of the ToF bars on the PMT
and, therefore, also of the mask openings are asymmetric, we expect to
see less charge sharing in the direction where there is a larger width
covered/not illuminated (dead area) at the channel boundaries (1.4 mm)
as compared to the smaller width (0.4 mm). The smaller anode gap is
then expected to give the electrons leaving the MCP less room to spread,
reducing the charge sharing in all directions.

The crosstalk measurements were again performed using the chan-
nel mask, but with only a single channel open. Four channels were still
monitored with the oscilloscope: the open channel, one of its direct
neighbours in either direction (where charge sharing and electronic
crosstalk mix) and one channel far away (influenced only by electronic
crosstalk). A schematic illustration of the channel layout can be seen in
Fig. 11.

The results match the expectations, as can be seen in Fig. 12 and
Table 2. Both the reduced anode gap and a wider channel boundary
dead area contribute to reducing the crosstalk. In our specific case, the
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Fig. 9. Relative gain during rate scans. Relative gain values at 20 MHz are in Table 1. 20MHz rate of ~ 25P, pulses corresponds to anode current of ~ 1 pA/cm’.

Fig. 10. Timing resolution of the detector during rate scans. The TAvg timing is determined as a train (4 channels in a row) average, relevant to our use case. Actual values at
10kHz and 20 MHz are in Table 1. 20MHz rate of ~ 25P, pulses corresponds to anode current of ~ 1 pA/cm?.

Fig. 11. The layout of observed channels during crosstalk measurements. All the
channels that are observed are marked with a circle. The sole channel which is
illuminated as well as monitored is marked with a filled circle. The colours correspond
to the colour coding in Fig. 12.

Table 2
Charge sharing strength as compared to the primary channel signal.

Channel spacing Standard anode gap Reduced anode gap

In train (0.4 mm) 7.5% 55%
Next train (1.4 mm) 50% 3.0%

narrow gaps between the ToF bars are along the train, which means the
channels are hit together by a single event. As the ToF optical part is
designed in such a way that the light from these channels reaches the
PMT at the same time, any charge sharing does not present an issue. In
the direction across trains, the dead area is wider, limiting the possible
charge sharing magnitude and thus producing fewer fake triggers in
trains that are neighbours to the one really hit with a proton.
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Fig. 12. An example of waveforms during the crosstalk measurement of PMT 2199. The yellow waveform (C1) is the illuminated channel; red (C2) is the neighbour across trains;
and blue (C3) the neighbour in the same train (charge sharing is the dominant source of crosstalk in C2 and C3). Green (C4) is a channel far away from the one with light,
exhibiting the electronic crosstalk only. The colouring scheme follows Fig. 11. Note the different vertical scale on C1 (illuminated channel), shrunk by a factor of 5 compared to

the crosstalk channels.

The green (C4) waveform in Fig. 12 is the aforementioned electronic
crosstalk which manifests as a weak pulse with reversed polarity. This
is caused by the inherently imperfect grounding of the shared ground,
which is then briefly influenced by the fast signal. Such crosstalk is
present in all channels at a similar magnitude of 1.5% of the sig-
nal pulse, but is inseparable from the signal where some crosstalk is
present, while influencing its edge and amplitude. For this reason, the
proportion of charge sharing is in reality slightly higher than in Table 2,
but with respect to the threshold tuning and real detector operation, the
values in the table are more relevant than the ones with such correction
in place would be.

5. Discussion

Gain curves were determined using the pulse charge method and
when corrected for a small, fixed factor difference due to different
methods used, they match the gain points specified by the manufacturer
very well (a deviation of 1-4 %). These gain curves were later used to
determine the proper HV for target gain and to calculate the average
number of photoelectrons in each measurement.

The single photoelectron timing resolution (TTS) was determined
to be 38.8 + 0.5ps in all three pieces. This is about 10ps worse than
most of the devices we tested so far, which were typically just below
30ps [10,14].

When comparing tubes with a similar MCP R, the rate capability
of these PMTs slightly exceeds the XPM85212/A1-S performance we
reported on in [10] There a 36 MQ tube exhibited a 20% gain drop
already at 1.38 pA/cm?, whereas the 2199 tested here with an al-
most equivalent MCP R of 35MQ MCP exhibits the same gain drop
at 2.5 pA/cm’. The rate capability again depends strongly on the
resistance of the MCP (ones with lower R are handling higher rates
better), as expected. At 20 MHz with ~ 25 photoelectrons (~ 1y A/cm?),
the two PMTs with the lower resistance (27MQ, 35MQ) have only
a negligible loss of gain whereas the third one (44 MQ) has a loss of
gain that is not detrimental to its overall performance. The timing
resolution is noticeably impacted only at rates where the gain is starting
to be impacted as well. The PMTs can work well at these high rates,
particularly thanks to the low gain operation, which draws less charge
per pulse from the MCP.

The PMTs do not exhibit the prolonged gain drop as those evaluated
in [10]. On the contrary, after being subject to high rates, the gain is
actually temporarily increased. This phenomenon can also explain the
gain rise in rate capability plots in Fig. 9. The PMT 2196, which is
not able to perform at high rates so well, exhibits a different type of
behaviour — the gain bump is not explicitly visible in the rate plots,

but it contributes instead only to a less steep initial gain decline, since
the bump probably occurs at similar rates for all PMTs while keeping
the gain equivalent. In order to remove the impact of this gain change
effect induced by high rate saturation, all measurements were done
with waiting periods of 30 min between them.

The crosstalk between the channels was measured as two separate
effects. One part is electronic, originating in the capacitive couplings
between channels and ground rebound. This has the same impact on
all channels within the PMT and is proportional to the primary pulse
amplitude (~ 1.5%). The second effect is charge sharing within the
PMT, where parts of the generated electron spray hit adjacent anode
pads. This strongly depends on the geometry, specifically how close to
the channel boundary photons are allowed to land, and also on the
anode gap size (a shorter gap means less spreading of the electrons
leaving the MCP and less charge sharing).

6. Conclusion

Three pieces of miniPlanacon XPM85112-S-R2D2 MCP-PMTs with
modified backend electronics were tested. The tests were performed
using a picosecond laser setup, with the focus on timing resolution,
while rate capability and crosstalk, gain curves were also determined.

The rate capability of each PMT strongly depends on its MCP
resistance, as expected. Low PMT gain operation also allows them
to reach a high rate capability, while more focus has to be directed
towards proper shielding from interference to maintain a reasonable
signal-to-noise ratio. When the PMTs are saturated with too much light,
gain starts to drop, and the timing resolution is negatively impacted as
well. Recovery from the PMT saturation happens through temporarily
increased gain which returns to normal in under half an hour if the
PMT is not powered.

Crosstalk between the channels was determined to consist of two
types: one with influence over the whole PMT (ground rebound) and
the other with influence only on its direct neighbours (charge sharing).
The latter is heavily influenced by the anode gap size (a smaller gap
allows for less electron spread) and the geometry of the illuminated
area of each channel.
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Silicon photomultipliers (SiPMs) have become an interesting alternative to conventional and micro-channel
plate photomultipliers, proving to be a very good option for Cherenkov light based time-of-flight detectors.
The important characteristic for this application is the intrinsic time resolution for a wide range of wavelengths
(from below 250 nm up to about 600 nm).

We present a study of the time resolution of two SiPMs: a 3 x 3 mm? FBK SiPM-NUV3S and a 3.5 x 3.5 mm?
STMicroelectronics prototype SiPM. The measurement was performed for two representative wavelengths
(280 nm and 420 nm) under the variation of SiPM overvoltage and light intensity.

The measured transition time spread (TTS) of the devices was (285 + 9) ps (FBK) and (15‘4 +20)ps (STM).
The time resolution dropped with increasing mean number of photoelectrons (N,,.) as 6”5N|;; with saturation
observed for high N,.. The obtained best time resolutions were (8 + 1)ps and (4 + 1) ps for the FBK and STM
SiPM respectively at N, of the order of 10° for 420nm photons. The results for the two wavelengths were

comparable, with 280nm photons providing worse results at very high illumination.

1. Introduction

Silicon photomultipliers — matrices of avalanche photodiodes con-
nected in parallel — have proved to be a very good option for Cherenkov
time-of-flight (ToF) detectors [1,2]. Such a detector consists of a photo-
sensor coupled to a radiator bar with high refraction index, transparent
to ultraviolet light, in which Cherenkov photons are produced when
a charged relativistic particle traverses it. In this application, it is the
intrinsic timing resolution of the SiPM that, together with the light
yield of the radiator, determines the timing properties of the detector
as a whole.

During the development of the ToF system of the ATLAS Forward
Proton (AFP) detector [3], currently installed at the Large Hadron
Collider at CERN, a 3.5 x 3.5 mm? SiPM produced by STMicroelectron-
ics (NRD09_1, 58 x 58 pm cell size) was utilized. It was coupled with
a3 cm long quartz Cherenkov radiator and served as a timing reference.
It reached a time resolution of 11 ps [2].

Since the STM NRDO09_1 is no longer produced, we were examining
a possible replacement. Taking into account their performance in the
MEG 11 scintillation detector [4] and low price, we measured the prop-
erties of a 3 x 3 mm? SiPM manufactured by FBK (SiPM-NUV3S [5],
40 x40 pm cell size), capable of detecting light in near ultra-violet
spectrum, with a focus on the time resolution under variation of the

* Corresponding author.
E-mail address: ladislav.chytka@upol.cz (L. Chytka).
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light intensity, overvoltage and light wavelength. Time resolutions
were compared to those of the STM NRD09_1.

Cherenkov radiators produce light of wavelengths from below
250 nm and the light yield increases with decreasing wavelength down
to a limit given by the radiator material [6]. Therefore, it is important
to know the timing properties not only near the peak efficiency (420 nm
for the FBK SiPM-NUV3S) but also for the deeper UV region. Here we
present a comparison of timing properties of the SiPMs for 420 nm and
280 nm wavelengths.

2. Methods
2.1. Measurement setup

We used a Coherent Mira 9000 laser system with 2nd (420 nm) and
3rd (280 nm) harmonic generation with the pulse width of 150 fs as
light source. The laser beam was coupled into an optical fiber splitter
(Y) cable. Coupling was adjusted such that the two outputs of the fiber
splitter had an equal intensity (with observed deviation within 10% of
the output power). One output was fed into a reference SiPM (another
STM NRDO09_1) which was used as the trigger. The other output was
attenuated by a set of neutral density (ND) filters and detected by the
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Fig. 1. The scheme of the measurement setup. Boxes with round corners represent optical components and SiPMs, rectangles stand for electronic devices.

SiPM under test. A circular area with 3 mm diameter was illuminated
for both SiPMs. The scheme of the setup is illustrated in Fig. 1.

The outputs from both the measured and the triggering SiPMs were
amplified by two-stage 32 dB low-noise broadband pre-amplifiers.
A third amplifier with the amplification of 16 dB was added for the
measured STM SiPM. The amplified signal from the triggering SiPM
was split. One output was used for a direct monitoring and the other
was processed by a constant fraction discriminator (CFD) made by
University of Alberta [7] to reduce the trigger jitter. The constant
fraction was set to 42% tuned to minimum jitter. The data acquisition
was handled by LeCroy WavePro 7200 A oscilloscope with 2 GHz
bandwidth and 10 GS/s sampling frequency. The SiPMs were powered
by TTi QL564TP power supply.

The second output of the triggering SiPM was used to ensure a stable
laser output: the amplitude of the monitoring signal was kept constant
between measurements and the shape of the monitoring signal was
observed for a possible laser instability. The trigger jitter, including the
readout of the reference SiPM, was determined to be (4 + 1) ps for the
420 nm photons and (8 + 1) ps for the 280 nm photons.

Measurements were performed in an air-conditioned laboratory at
the temperature of 23 °C stabilized within 1 °C. The SiPMs were
not thermally stabilized to keep the detector simple. Each SiPM was
encapsulated in an aluminum box connected by an aluminum bracket
to an optical breadboard, and the SiPMs were placed in a dark box with
feedthroughs for cables and optical fibers.

2.2. Estimation of the number of photoelectrons

The mean number of photoelectrons (N,.) produced in an illumi-
nated SiPM was estimated from the Poissonian probability of pedestal
events with subtraction of dark pulses [8] as

dark

Npea ped
Npe =—1In

+In m

tot N dark

where Ny is the number of recorded events without a pulse (i.e.
pedestal events), N, is the total number of collected events and Nidark
expresses the corresponding numbers for the case without illumination
of the SiPM.

The pedestal threshold was set to 0.5 photoelectron level, deter-
mined from the dark pulse amplitude for each bias voltage applied to
the measured SiPM.

Eq. (1) is usable up to Ny, ~ 10 due to the acquired total number of
events from 10* to 3 - 10*. For higher light intensities, we extrapolated
the N, estimate based on the optical density value of the used ND
filters: first, the number of photons before the ND filters was estimated”
(N; = Npei - 109, where d; is the ith filter optical density value and

i

! produced by Stony Brook University [7].
2 The photodetection efficiency was neglected, as it is assumed not to
change under varying illumination.
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Ny i is the corresponding N, value determined from Eg. (1)) for each
filter value for which it was possible to estimate N, using Eq. (1) and
average N was calculated; then N, estimate for a filter optical density
d was calculated from N, = N - 10~?. The procedure was applied
separately for each SiPM and each wavelength.

2.3. Time resolution analysis

We used broadband amplifiers to preserve pulse shapes and the
amplified pulses were captured as the full waveforms using the oscillo-
scope.

The acquired waveforms were preprocessed to obtain an optimal
timing performance and to minimize the electronic jitter contribution.
First, a low-pass filter was applied to cut off high frequency interfer-
ences. Then, the 0.5 photoelectron threshold was applied to remove
pedestal events.

After the preprocessing, we used a constant fraction discriminator
algorithm implemented in the analysis software (with the constant
fraction set to 42% corresponding to the hardware CFD) to determine
the time of the pulse detection with respect to the time of the trigger.
The time resolution was obtained from a Gaussian fit to the signal time
distribution.

Examples of time distributions are shown in Fig. 2. It is evident
that, for the single photoelectron case, there are pronounced tails
caused by delayed photoelectrons, uniformly distributed dark pulses
and electronic noise fluctuations superimposed to the time distribution
of the photoelectrons generated by the laser. The Gaussian fit was per-
formed iteratively around the central part of the distribution to measure
the time resolution without the influence of delayed photoelectrons
and dark pulses. This influence decreased with increasing number of
photoelectrons, as can be seen in the right part of Fig. 2.

The contribution of the trigger and the electronics jitter to the
time resolution is subtracted in quadrature in the values and plots that
follow.

The low-pass filter cut-off frequency was optimized for each SiPM
to obtain the best time resolution. The optimal value was found to be
900 MHz for the FBK SiPM and 1400 MHz for the STM device. In the
text below, we quote an overvoltage (OV) value Vyy = V;;,—Vap, Where
Viias is the voltage applied to the SiPM and the breakdown voltage Vp
was measured to be 28.1 V for the STM SiPM and 26.6 V for the FBK
device. .

The time resolution is expected to behave as orpg NP_; [9], where
TTS stands for Transit Time Spread, i.e. the time spread of transition
of single photoelectrons, with saturation at high N, values. The satu-
ration originates from an internal electronic jitter (labeled o, in the
formula below) of an SiPM, which needs to be added in quadrature to
describe the measured points as a function of Npe. Therefore, we fit the
distribution of time resolution vs. N, with

2
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Fig. 2. A typical time distribution for a single photoelectron (left) and a high number of photoelectrons (right). Histograms show time distributions for STM SiPM operated at
2.9V overvoltage and illuminated by 420 nm laser light for N, =12 (left) and N, =270 (right). The Gaussian fits from which the time resolution was extracted are represented

by the dashed red line.

Fig. 3. Circuit diagram of the SiPM connection.

2.4. Time resolution uncertainty estimate

We found that the influence of the electronic noise originating
from electronic components in the SiPM connection (Fig. 3) cannot
be neglected, especially for the single photoelectron illumination. The
main source of the noise is the 1 kQ load resistor (R2 in Fig. 3) due to
the Johnson-Nyquist noise. This influence is the main contribution to
the systematic uncertainty.

We evaluated the noise contribution using simulated pulses super-
imposed to the measured noise. We generated a set of samples with
different mean pulse amplitudes. All the pulses were generated at a
fixed time with zero time smearing. The noise sample acquired for
the SiPM was then superimposed to each Monte Carlo sample and the
time uncertainty was determined for each case. The uncertainty was
found to be inversely proportional to the mean pulse amplitude A (in
V) according to % +(1.5+0.2) ps.

The systematic uncertainty is included in the following values and
plots.

3. Results
3.1. Time resolution

Fig. 4 plots the dependence of the time resolution on N,,. and Vyy.
1

The time resolutions of both SiPMs follow very well the orrsN,,> @
Oconst 1aW (the lines in the figure show the fit results). Both SiPMs show
a similar behavior for the two wavelengths.

To determine the best possible resolution with the available illumi-
nation, we removed the ND filters and subsequently obtained N, of
the order 10° for 420 nm photons with corresponding time resolutions
of 8+1)ps and (4 +1)ps for the FBK and STM SiPM, respectively.
For 280 nm photons, N, was of the order 10* and we obtained the
resolutions of (27 + 1)ps (FBK) and (8 + 1)ps (STM). The SiPMs were
operated just below the V;p, for this measurement.

The right part of Fig. 4 shows the dependence of the time resolution
on the increasing V,,y. The STM photosensor resolution decreases up to
Vov = 2.9V and then levels off. The maximum values of 68 ps and 75 ps
for 280 nm photons and 420 nm photons, respectively, decrease down
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to 36 ps (280 nm photons) and 52 ps (420 nm photons). The FBK device
shows significant changes for different ¥, values, but there is no clear
monotonic trend. For 280 nm photons the minimum time resolution is
60 ps and the maximum is 69 ps. For 420 nm photons the minimum
time resolution is 73 ps and the maximum is 83 ps. The results are not
directly comparable between wavelengths, as the N, estimate varies.

To justify the usage of Gaussian widths ¢ to quantify time resolu-
tions, Fig. 5 plots the correlation between the time resolution expressed
in ¢ obtained from the Gaussian fit and the full width at half-maximum
(FWHM) value of the time distribution. For the ideal Gaussian, the
linear fit FWHM = K - ¢ should yield K ~ 2.35. The values are lower for
both SiPM types, but the deviation is small (below 5%). The deviation
is caused by the tails of the time distributions, as can be seen in Fig. 2,
the tails slightly broaden the fit even in case of abundant photoelectrons
(the peak of the distribution is visible above the fit line).

3.2. Single photon response

Single photon measurements were performed for N, ~ | in order
to estimate oppg. However, the level of the electronic noise was close
to 0.5 photoelectron level of the SiPM signal and induced significant
smearing of the pulse amplitude as well as the time jitter. Therefore,
it was not possible to select only 1 photoelectron events based on
the signal amplitude. The time jitter was included as a systematic
uncertainty based on the simulation described above.

Fig. 6 plots measured single photon time resolution as a function
of Vgy. The results show very similar values for both wavelengths
with minimal TTS of (223 +92)ps for FBK SiPM and (123 + 30) ps for
the STM one. The two SiPMs show a different dependence on Vy:
while the STM TTS is slightly improving up to V,, = 29 V, the
TTS of FBK SiPM is increasing. In all cases, the decreasing size of
the error bars illustrates mainly the increasing signal-to-noise ratio as
the 1 photoelectron amplitude increases, although a contribution from
increasing photodetection efficiency is also observed in the decreasing
statistical uncertainty.

4. Discussion
1

As seen in Fig. 4, the time resolutions follow the law orrs N> @
Geons- FOr the oprg, however, all measured points for N, ~ 1 fall
lower than the fit parameters suggest. This is because these points
underestimate o, since the time resolution for Ny, ~ | comprises also
contributions from events with more photoelectrons with probability
given by the Poisson distribution with mean value of 1. Due to the
noise influence, it was not feasible to decrease the light intensity. Even
though the difference in TTS is within uncertainties of the fit and
measured values, the fit values provide more reliable measurement of
OTTS-

The measurements with a very large N, (10*-10°) provide estimate
of the o, in Eq. (2), as the first term of Eq. (2) is negligible for
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large N, and what remains is the constant term originating from an
electronic jitter within the SiPM. The main contribution to the jitter is
assumed to be of thermal noise origin, which is not directly dependent
on Vqy. Considering also shot noise contribution, which will increase
with the ¥y due to the increased current, the measured values (below
the Vip) provide lower bounds for a given SiPM and wavelength. The
dark counts contribution to the jitter (that would also increase with the
Voy) can be neglected as the Ny, = 10*-106.
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Overall, the FBK SiPM performance was consistently worse than that
of the STM SiPM with time resolution 2-3 times worse. Considering
the 11 ps resolution achieved with STM SiPM during the beam test
campaigns, the expected beam test time resolution for the FBK device
would be 20-35 ps. This is not adequate for their use as time reference
in beam tests of the AFP ToF system, as such resolution is at best
comparable to the ToF system under test.

5. Conclusion

We measured the timing properties of SiPMs from FBK and STM.
The devices manifested TTS of (285+9)ps (FBK) and (154 +20)ps
1

(STM). The time resolution decreased with increasing N, as orrs Np_cE @
Geonst With the best time resolutions, achieved for N, of the order 100
for 420 nm photons, of (8 + 1)ps and (4 + 1) ps for the FBK and STM
SiPM, respectively.

The results for the two wavelengths were comparable, with 280 nm
photons providing worse results at very high illumination: (27 + 1) ps
(FBK) and (8 + 1)ps (STM) at N, of the order 10%.

The STM SiPM has already proved to be a great photosensor for
Cherenkov time-of-flight systems, reaching 11 ps when combined with
a 3cm quartz radiator [2]. However, the FBK device was found to
provide worse resolution by a factor of 2-3.

Based on our findings, we are still facing the challenge of finding
a suitable backup photosensor for upcoming beam tests.
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1 Introduction

The ATLAS collaboration [1] at the Large Hadron Collider (LHC) at the European Laboratory
for Particle Physics (CERN) is installing the ATLAS Forward Proton (AFP) detector to measure
very forward protons (p) scattered at small angles from the ATLAS interaction point (IP) [2]. To
this end, a combination of high-resolution pixel tracking modules for fractional-energy loss and
momentum measurements and fast time-of-flight (ToF) detectors for event pile-up removal is placed
at about 210 m from the IP at both sides of ATLAS and only 2-3 mm away from the outgoing Large
Hadron Collider (LHC) beam. Roman pots are used as the beam interface. The approved AFP
scenario foresees an initial low-luminosity operation with a low pile-up (number of interactions
per bunch crossing u < 1) during short dedicated LHC runs. At a later stage, the system might
be also operated at standard LHC luminosities during a large part of the regular LHC runs if a
safe operation under these conditions has been demonstrated. The installation is performed in two
stages: an AFP tracking system at one side (“one-arm”) of the IP was already installed during the
end-of-year 2015-2016 shutdown. The full two-arm system with both tracking and timing detectors
at both sides of the IP is planned to be completed during the extended end-of-year 2016-2017
shutdown.

Parts of the individual AFP detector components and sub-systems have been tested in the
past. However, it is critical to demonstrate that the separate detector components can be operated
together as an integrated system. To this end, a first unified AFP prototype has been developed,
which combines tracking and ToF prototype detectors and a common trigger and readout (excluding
the Roman-pot housing at this stage). To verify its operability and measure its performance, beam
tests have been carried out at the CERN-Super Proton Synchrotron (SPS) with 120 GeV pions in
November 2014 and September 2015.

In section 2 a short overview on the design of the AFP detector, its components and readout is
given, as well as a description of the AFP prototype and the beam-test setup. Section 3 describes the
operation during beam tests including calibration, triggering and data taking. The beam-test results
including the measured performance of the tracking and ToF detectors are presented in section 4.
Summary and conclusions are given in section 5.

2 The AFP detector and the beam-test prototype

In this section, the design of the final AFP detector is briefly described, as well as the AFP beam-test
prototype and setup. More details of the final design can be found in the AFP Technical Design
Report [2].

The final AFP detector will consist of two Roman-pot stations at each side of the ATLAS IP,
at 205 and 217 m away from it, as sketched in figure 1 (top). The station closer to the IP will
include a tracker of four pixel planes. The station further away (shown in figure 1, bottom) will
comprise an identical tracker and in addition a time-of-flight (ToF) detector of four trains of four
L-shaped Cherenkov-radiating Quartz bars (LQbars) each (only two LQbars per train are shown in
the sketch).
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Figure 1. Top: layout of the AFP stations at both sides of the ATLAS IP at 205 and 217 m. Bottom: Design
of the 217 m AFP detector including tracking and time-of-flight systems (only two LQbars per train are shown
as used in the beam test; the final version will comprise four LQbars per train).

The AFP prototype for the beam tests is shown in figure 2. It was designed to be similar to the
final AFP layout, but exhibited some differences explained in the following. It was built of five pixel
planes and a ToF system of four trains of two LQbars each (i.e. half of the final AFP ToF system).

Note that the coordinate system during these beam tests differs from the standard AFP con-
vention used in ref. [2]. In the beam tests, the short pixel direction with 50 ym pitch was oriented
along the y direction and the long pixel direction with 250 pm pitch in the x direction (see figures 2
and 3). The beam axis was in z direction. The coordinate origin was placed in the centre of tracker
plane 0. This coordinate system will be used in this paper unless noted otherwise.

2.1 Tracking system
2.1.1 AFP design and requirements

The purpose of the AFP tracker is the measurement of the position and angle of the scattered
protons, which in combination with the LHC magnet system between the IP and AFP will allow
the determination of their fractional energy loss and momentum. The tracker is required to exhibit
a position resolution of 10 ym per four-plane station in the direction horizontal to the LHC tunnel
floor and 30 um in the vertical one. Furthermore, its proximity to the beam implies the need for
slim edges of about 100-200 ym to minimise dead material, and it has to be able to withstand a



AFP Beam-Test Prototype Setup

Tracker: 4+1 3D FE-I4 pixels ToF: Quartic Quartz+SiPM
4 trains of 2 LQbars  fast timing reference
/ | v (not for final AFP)
Plane 0 Plane 1 Plane 2 Plane 3 Plane 4

FBK CNM FBK CNM FBK

Figure 2. The integrated AFP beam-test prototype with tracking planes at perpendicular incidence.

highly non-uniform irradiation (with expected maximum fluence levels of about 3 x 10'3 neq/cm?
for 100 fb~! integrated luminosity if AFP is operated in its measurement position close to the beam).
Each AFP tracking station comprises four pixel modules, each made of a 3D silicon pixel sensor
interconnected to an FE-14 front-end chip [3]. The modules are placed with a pitch of 9 mm as
shown in figure 1 (bottom). The pixels have a size of 50 and 250 um in the horizontal and vertical
directions, respectively. In the horizontal (short pixel) direction, the tracker is oriented with a small
tilt of 14° between the sensor normal and the beam to enhance the hit efficiency and horizontal
resolution, whereas in the vertical (long pixel) direction, a staggering of about 60 um between
successive planes is planned to improve the vertical resolution.

Silicon pixel sensors based on the 3D technology [4], in which the electrodes penetrate the
sensor bulk as columns perpendicular to the surface, are chosen for AFP due to an excellent radiation
hardness together with a low depletion voltage and their maturity proven by successful production
runs for the ATLAS Insertable B-Layer (IBL) [5]. The vendors include FBK (Fondazione Bruno
Kessler, Trento, Italy) [6] and CNM (Centro Nacional de Microelectronica, Barcelona, Spain) [7].
The sensors of both vendors are produced on a 230 um thick p-type substrate, but FBK sensors have
3D columns fully passing through, whereas CNM 3D columns stop about 20 um before reaching
the other side. For edge termination, FBK uses a 3D guard fence of ohmic columns, whereas
CNM in addition implements a 3D guard ring. For the first stage of AFP, CNM produced already a
dedicated run of 3D sensors with 180 um slim edge [8].



The read-out is performed by the FE-14 front-end chip (version FE-14B) with 336 x 80 pixels
with a pixel size of 50 x 250 um?, comprising a total active area of 1.68 X 2.00 cm?. It operates
with a clock at 40 MHz consistent with the nominal LHC bunch crossing rate. The chip contains
pre-amplifiers and a discriminator for each pixel with adjustable signal threshold (typically in the
range of 1.5-3 ke™) and time-over-threshold (ToT). The ToT is recorded with a resolution of 4 bits
in units of clock cycles (25 ns) and is related to the measured charge. The tuning of threshold and
ToT as well as the calibration of the ToT-to-charge relation is performed with a charge-injection
circuit using an injection capacitor and an adjustable voltage step pulse. The FE-14 chip provides a
so-called HitOr output signal if at least one pixel fires, which is the logical OR of the discriminator
signals of all pixels and can be used for triggering.

During the IBL development and qualification, 3D FE-I4 pixel modules have demonstrated a
hit efficiency above 97% after uniform proton irradiation to 5 x 10'3 neq/cm2 [9]. The efficiency was
observed to be about 1% higher in case of a sensor tilt of about 15° as low-field and dead regions
from the 3D columns lose their impact when a particle does not traverse perpendicularly. The spatial
resolution depends on a number of different parameters such as the beam incidence angle in com-
bination with the sensor thickness (determining the degree of charge sharing between neighbouring
pixels), the operational parameters (voltage, tuning points), the charge or ToT resolution and the
cluster-centre algorithm. For perpendicular incidence, the spatial resolution was found to be 12 um
in the short pixel direction for the 98% of the events with pixel-cluster size 1 and 2 (degrading to
15 pm including all cluster sizes due to delta rays) [10]. In the long direction, the overall resolution
was measured to be 73 um. As demonstrated in the AFP beam tests of this study, for sensors tilted
by 14° with respect to the short pixel direction, as planned for AFP, the resolution in that direction
improves to about 6 um for cluster size 1 and 2 due to enhanced charge sharing and interpolation
(see section 4.4.1). Furthermore, for a full AFP station of four pixel modules, an improvement of
position resolution over the single module is expected as discussed further in section 4.4.1.

In view of the application of 3D pixel modules in AFP, it was verified in dedicated studies that
slim edges with a remaining insensitive width of only 15-200 pm can be produced without affecting
the current, noise and edge efficiency and that the modules can withstand a highly non-uniform
irradiation up to fluences expected after running for 100 fb™! at standard LHC luminosity [11, 12].

2.1.2 Prototype tracking system

For the AFP beam tests, the pixel modules used consisted of spare 3D sensors from the IBL
production (three by FBK, two by CNM) bump-bonded to the FE-14B readout chip and assembled
on an IBL-type flexible circuit board (flex) as shown in figure 3. All sensors except plane 3 had
already AFP-compatible slim edges. To protect the modules, especially the wirebonds, a 2 mm
thick plastic cover was used with a distance of 5 mm to the sensor. In the 2014 beam test, the plastic
cover extended over the full sensor area, whereas in 2015 holes covered with Kapton tape were
made over the upper part of the sensor to minimise material in front of the sensor (see section 4.3).
The modules were mounted on Aluminium frames with a thickness of 0.5 mm under the sensor.
The frames were placed on a base plate in two different configurations:

1. Facing the beam under normal incidence (0° between the sensor normal and the beam
axis). Because of the easy mounting of the pixel modules, this was the standard beam-test
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Figure 3. The 3D FE-I4 pixel-module prototype in top view (left) and a side-view sketch (right).

configuration for the AFP integration tests and measuring the performance of the ToF detector
(see figure 2). Four modules (number O to 3) were placed with a pitch of 3.75 cm in front of the
timing system (similarly to the final AFP configuration). An additional module (number 4)
was placed behind the timing system with a distance of 13.75 cm to module 3 to improve the
reconstructed-track precision at the position of the ToF detector and to allow a monitoring of
particle interactions in the Quartz material.

2. With a tilt of 14° between the sensor normal and the beam axis with respect to the short pixel
direction (y coordinate in the beam test). This configuration was used to study the tracker
performance under more realistic AFP conditions. In this case, all five planes were placed
with an equidistant pitch of 5 cm. The ToF system was not included.

2.2 Time-of-flight system
2.2.1 AFP design and requirements

In the final two-arm AFP detector, the ToF system is designed to reject combinatoric background
from pile-up by precisely measuring the arrival times of the two protons to determine if they both
come from the primary vertex as identified by the central tracker. For the initial low-luminosity
runs with a low pile-up of ¢ < 1, a time resolution of about 30 ps is required, whereas for runs at
standard LHC luminosity with more than 50 pile-up events 10 ps are envisaged in order to give a
primary-vertex constraint of 2 mm for sufficient background rejection.

As timing detectors in the 217 m stations, a system based on a set of L-shaped Cherenkov-
radiating Quartz or fused silica bars (LQbar) is foreseen [2], a Roman-pot-compatible modification
of the original Quartic detector [13—15]. The baseline consists of 16 LQbars organised into four
rows (called trains) of four LQbars each (see also figure 4 for the half-size prototype version). The
Cherenkov radiator bars are oriented with the Cherenkov angle of 48° with respect to the beam
axis. Thus, the created Cherenkov light passes along the long direction of the radiators to the 90°
bend, where the light is reflected so that it continues along the perpendicular light-guide bars to a



multi-pixel Micro-Channel-Plate Photomultiplier (MCP-PMT). The output signals of all MCP-PMT
channels are amplified with a low-noise preamplifier (PreAmp) and discriminated using Constant
Fraction Discriminators (CFD). The CFDs apply two types of thresholds: a fixed threshold that
determines the minimum level for the signal amplitude to be accepted; and a fractional threshold,
set to a certain fraction of the signal amplitude, which determines the starting and end time of the
CFD output signal, thereby compensating time-walk effects. Finally, the time of the rising edge of
the CFD output is digitised with a 12-channel High-Precision Time-to-Digital Converter (HPTDC)
board, which includes three HPTDC chips [15-17]. The finest time bin of the HPTDC chip is
24.4 ps. Laboratory tests indicate an intrinsic HPTDC time resolution of about 13 ps.

Previous beam tests were primarily focused on the performance of straight bar (Qbar) detectors
with various bar configurations and dimensions. Single-Qbar + MCP-PMT combinations were mea-
sured with a 6 GHz LeCroy oscilloscope (without the HPTDC) and determined to have a resolution
of about 20 ps for bar heights ranging from 2 to S mm. Multiple-Qbar configurations showed that
each additional bar in the train improves the measurement despite non-trivial correlations between
the bars. For example at a previous beam test, a six-Qbar train was measured to have a resolution
of about 14 ps including the HPTDC resolution, closing in on the 10 ps target. The morphing of
the straight bar into the LQbar was studied and shows that the LQbar-based detector could match
or even exceed the Qbar detector with careful optimisation [18].

2.2.2 Prototype time-of-flight system

ToF LQbars
Bar A: BarB:
6mm 6mm

Train 1: 3mm {| _
Train 2: 5 mm {
Train 3: 5mm {

Train 4: 5 mm {

Radiator bar

Light-guide bar

| 4x4 Multi-Pixel MCP-PMT |

Figure 4. The LQbar ToF prototype detector with four trains of two LQbars each (half of the final number
of LQbars per train).

The AFP beam-test prototype ToF system consisted of four rows (trains 1-4) of two LQbars
(A and B) as shown in figures 2 and 4, oriented with the Cherenkov angle to the beam (half the
number of LQbars per train with respect to the baseline design). The radiators of the upper train
were 3 mm high in y, those of the lower three trains 5 mm. The length of the radiator bars in the
short horizontal direction was 6 mm, the length in the long horizontal direction ranged from 35 to
57 mm. At the side opposite to the kink, the radiators were cut such that this edge was parallel to the
beam, giving an effective edge length of about 8 mm. The LQbars were mounted in an Aluminium



holder with 1 mm thick isolation plates between the light-guide bars of different trains and 125 um
thin spacer wires between those of the same train. At the radiator level, the different trains were
optically isolated using mylar foils. The ends of the LQbars were brought into contact (without the
use of optical grease) with a 10 um-pore mini-Planacon MCP-PMT by Photonis with 4 X 4 anode
pixels of 6 x 6 mm? size with a space of 0.25 mm between adjacent pixels.

In addition to the LQbar timing system, three fast timing reference detectors consisting of
straight Quartz bars (3 x 3mm? cross section, 3 cm long in beam direction) coupled to Silicon
Photomultipliers (SiPMs) by STMicroelectronics (Catania, Italy) were used [14]. They were placed
under perpendicular beam incidence (i.e. not oriented with the Cherenkov angle) behind the AFP
prototype for testing purposes.

The signals of all timing detectors were amplified, discriminated with CFDs and digitised with
the HPTDC board as described above.

In the 2015 beam test, also other LQbar types and configurations were tested, such as single
bars, matt bars, spatial gaps between bars of the same train, the addition of optical grease, as
well as different types of MCP-PMTs. However, the analysis of these different ToF configurations
is still on-going. In this paper, only the above-described standard configuration will be covered.
A publication with a more detailed description of the production and properties of the AFP ToF
detector is in preparation.

2.3 Readout and trigger
2.3.1 AFP design and requirements
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Figure 5. The readout and TDAQ schematics for most of the runs (left) and for special runs to test a TDAQ
system close to the final AFP one (right); grey components were not included in these special runs.

For the readout of both tracking and ToF modules, the Reconfigurable Cluster Elements (RCE)
system [19] is used, which is based on an Advanced Telecommunications Computing Architecture
(ATCA) [20] standard. It consists of the RCE boards that generate commands and receive data



(C+D), the Cluster Interconnect Modules (CIM) that work as control units and communication
interfaces, as well as of the High-Speed Input-Output (HSIO) board that interfaces to the pixel
front-ends and HPTDC chips and is responsible for data decoding, buffering and routing. The
data and commands between the RCE system on the one hand and the FE-I4 and HPTDC chips on
the other hand are sent via optical fiber using an opto-board close to the detectors as a converter
between electrical and optical signals.

In the initial one-arm AFP phase, the trigger is taken from the coincidence of several tracking
planes using the FE-I4 HitOr signal (see section 2.1.1). The logical processing of the HitOr trigger
signals from different pixel planes is performed on the HitBus chip [21]. For the full AFP detector
including the ToF system, the trigger is planned to be extracted from a coincidence of LQbar signals
in one train to reduce the trigger dead time (the HitOr dead time is discussed in section 3.2) and to
include a coarse position information by distinguishing which train is hit.

The trigger signals are then converted to the Nuclear Instrumentation Module (NIM) logic
standard and sent to the ATLAS Central Trigger Processor (CTP) [22] for combining it with trigger
signals from other ATLAS sub detectors. The signal from the ATLAS central trigger informing that
an event is accepted, as well as the ATLAS central clock, are distributed to the AFP RCE system
via the Timing, Trigger and Control (TTC) unit [22]. The readout is sketched in figure 5 (right).

2.3.2 Prototype readout and trigger

Different versions of the RCE system were used in the beam tests: in 2014, the first version with the
HSIO1 board connected via optical fiber to an RCE ATCA crate outside the beam area; and in 2015
the second version with the HSIO2 board which includes already an RCE component on-board,
making an external crate unnecessary. Whereas the operation of the RCE system with the FE-14
chip had been extensively proven already before, e.g. in the IBL stave integration [23], its operation
with the HPTDC system still had to be implemented and optimised before and during the November
2014 beam test.

The trigger of the combined system was given by signals from the tracking system as planned for
the initial one-arm AFP phase. Two different configurations were used (see figure 5 left and right):

1. During large parts of both beam tests (for tracking-timing integration and detector perfor-
mance studies), a custom-made electronic circuit board was used to combine several FE-14
HitOr signals from different planes to form a coincidence trigger signal in the Transistor-
Transistor-Logic (TTL) format. This trigger signal was then directly fed into the RCE
HSIO board to trigger the readout of the FE-14 pixel devices and the HPTDC. The data and
commands between the FE-I4 pixel devices or the HPTDC and the RCE HSIO were sent elec-
trically via shielded Ethernet cables. The clock was provided internally by the RCE system.
Low and high voltage (LV/HV) was provided separately and directly for each pixel module.

2. Indedicated tests, a configuration more similar to the final AFP Trigger and Data Acquisition
(TDAQ) system was studied. Three FE-14 pixel modules were connected via a flexible cable to
aLocal Trigger Board (LTB) that provided low and high voltage for each module, as well as the
data and command interface to the RCE HSIO2 board via Ethernet cables. This board included
also the HitBus chip for different trigger logic processing of the HitOr signals from up to three



FE-14 pixel modules. The HitBus trigger output was an LVDS signal that was converted into
NIM standard and sent to a Local Trigger Processor (LTP) in an external Versa Module Eu-
rocard bus (VMEDbus) crate, which was used to locally test the compatibility with the ATLAS
CTP system. The LTP created a trigger-accept signal, which was then sent viaa TTC system in
the same VMEDbus crate and optical fiber cable to the TTC interface board on the RCE HSIO2
board. Also the clock was externally provided by the TTC module to the RCE HSIO2 board.

In addition to the full HPTDC-RCE readout system, for testing purposes and specific time-
resolution studies without the HPTDC contributions, the ToF signals were also recorded with a
LeCroy SDA760ZI oscilloscope.

3 Beam test operation

The AFP beam tests took place at the H6B and H6A beam lines of the CERN-SPS with 120 GeV
pions for one week in November 2014 and two weeks in September 2015, respectively.

3.1 Operational parameters and calibration

Before the data taking, the operational parameters were set and the pixel devices and the HPTDC
calibrated.

By default, bias voltages of 10 V were applied to the 3D pixel sensors. Each FE-14 pixel was
tuned to a threshold of 2ke™ (3ke™ in 2014) and a ToT of 10 (in units of 25 ns clock cycles) at an
injected charge Q of 20 ke™ (referred to as 10@20 ke™ in the following). For this, the internal charge-
injection mechanism was used with the same calibration parameters (such as injection capacitance)
assumed for all five pixel planes (in reality, the charge-injection calibration parameters have a chip-
to-chip spread of 15% [24], but the exact values were not known for the IBL spare devices used in
these beam tests).

The MCP-PMT voltage, which determines the gain, was setto 1900 V by default (corresponding
to a gain of 2 x 10%), the SiPM voltage to 30.7 V. The CFD fixed threshold was set to 100 mV, the
fractional threshold to 24% of the signal amplitude.

In dedicated runs also the following variations of the values of some of these parameters were
studied (default values marked in bold):

* Pixel sensor bias voltage [V]: 1, 2, 4, 7, 10, 20
¢ Pixel threshold [ke™]: 1.5, 2.0, 2.5, 3.0
* Pixel ToT: 10@16ke™, 10@20 ke, 5@20 ke~

+ MCP-PMT voltage [V] (gain): 1750 (0.7 x 10%), 1800 (1.0 x 10%), 1850 (1.7 x 10°), 1900
(2.0 x 10°)

The ToT-to-charge relation of the pixel devices can in principle be obtained for each device and
each pixel separately by scanning the injected charge per pixel and measuring the ToT response [24].
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This was, however, not possible with the setup during the beam test. Instead, as a rough approxi-
mation, a global relation was obtained previously in stand-alone studies from the average over all
pixels of a similar pixel device. The relation is approximately parabolic with a fit giving

Ole™] = 1909 + 363 x (ToT — 1) + 141 x (ToT — 1)* 3.1)

for the standard tuning.! In addition, a global charge calibration factor of 1.4 was applied as obtained
from the measurement of the gamma lines of Am-241 and Cd-109 sources, consistent with earlier
observations [24].

The calibration of the HPTDC is primarily to characterise the non-linearities in the timing
measurement due to variations of the time-bin size. Uncorrected these non-linearities can introduce
a timing error up to 150 ps. Calibration requires an input uncorrelated to the reference clock, usually
a free-running oscillator. A normalised histogram of these events over the number of TDC bins
gives a measurement of the size of each bin allowing a look-up table to be generated to correct
for the accumulation of the error in bin size. This calibration can then either be applied online
or offline. Once calibrated, measurements remain fairly stable although degradation with aging,
radiation damage, and temperature variation is expected requiring periodic re-calibration. Variation
in absolute timing vs. temperature is measured at 2.5 ps/K. Chip temperatures vary little during
operation and each is instrumented with a thermistor to monitor this.

3.2 Trigger and data taking

As mentioned in section 2.3.2, for most of the runs, a custom-made PCB was used to provide the
trigger from the hit coincidence of several tracking planes. In 2014, planes 0, 3 and 4 were used
for triggering, in 2015 only planes O and 3. In dedicated runs, the more realistic TDAQ system
with the HitBus chip, LTP and TTC was successfully tested. In those runs, the first three planes
were included in the HitBus-chip trigger logic, which was configured with the RCE system to give
a trigger signal if all three planes fire or, alternatively, if two out of the three planes fire.

Of special interest for the integration of the AFP trigger into the ATLAS TDAQ system are the
latency (i.e. the delay of the arrival of the trigger signal after the particle crossing) and the duration
of the trigger signal, which were measured with the oscilloscope (using the SiPM signals as fast
timing reference). The latency including the FE-I4 HitOr processing, the HitBus-chip processing,
as well as the NIM conversion was found to be about 100 ns, i.e. 4 nominal LHC bunch-crossing
spacings of 25ns, which can be accommodated into the AFP trigger-latency requirements. The
duration of the NIM trigger signal was found to be about 200 ns with a significant spread of about
50ns for the standard operational parameters and at perpendicular beam incidence. This can be
explained with the HitOr signal being the logical OR of the discriminator signals of all pixels in a
chip, i.e. its duration is typically the ToT of the pixel with the highest signal in an event (referred to
as maximum hit ToT in the following). This distribution is shown in figure 6. For a most probable
deposited charge of about 17 ke™ in 230 um silicon at perpendicular incidence and a standard ToT
tuning of 10@20ke™, this leads to a peak of 8 clock cycles of 25 ns with a significant spread due to
Landau fluctuations and charge sharing. The AND between the HitOr signal of different planes in
the HitBus chip is then dominated by the shortest HitOr signal among all planes.

'Here and in all following plots, 70T is the decoded ToT information from the front-end chip in units of 25 ns clock
cycles, ranging from 1 for events just above the threshold to 14 as overflow bin.
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Figure 6. Distribution of the maximum hit ToT in an event in plane 1 (indicative for the HitOr duration) for
different angles (left) and ToT tunings (right) at otherwise standard operational parameters. The bin at 14
includes entries for ToT> 14 (overflow).

The large duration of the HitOr trigger signal has two consequences. Firstly, the ATLAS CTP
would assign triggers for each bunch crossing for which the trigger signal is high, although a particle
might have crossed the detector only during the first bunch crossing. Hence for the final AFP TDAQ
system, the trigger-signal duration will be reduced to 25 ns before being fed into the CTP. Secondly,
it implies a trigger dead time since no new trigger can be given while the HitOr signal is still high
from a previous hit. It will depend on the run conditions whether this has significant implications on
the trigger efficiency. It is possible that the first dedicated low-luminosity AFP runs will be operated
not with the nominal LHC bunch-crossing spacing of 25 ns, but at e.g. 100 ns. In addition, the AFP
detector occupancy per minimum-bias interaction is expected to be only about 2—4% [2]. Hence, for
low-pile up conditions with e.g. only one interaction per bunch crossing, a 200 ns trigger dead time
in combination with 100 (25) ns bunch-crossing spacing will lead to trigger efficiencies of 96 (85)%
in case of 2% occupancy per interaction or 92 (72)% in case of 4% occupancy. It should be noted,
however, that this is only a rough calculation neglecting beam-related backgrounds (which are not
yet known precisely) and the exact distribution of pile-up multiplicity and of the trigger dead time.

In any case, in order to reduce the trigger dead time and improve the efficiency, the dependence
of the maximum-hit-ToT distribution (as indication of the HitOr duration) was studied for different
angles and tunings. Figure 6 shows that the maximum hit ToT is reduced for the AFP tilt of 14° (due
to enhanced charge sharing) and for a ToT tuning of 5@20ke™. Tuning to even lower ToT values
at 20ke™ was not successful during the beam test but might be achieved with more care. However,
reducing the ToT for a given charge compromises the position resolution for charge-interpolating
algorithms, as discussed in section 4.4.1. A compromise could be to tune two of the four AFP planes
to e.g. 5S@20ke™ for efficient triggering, and the remaining two to e.g. 10@20ke™ for improved
position resolution. No strong dependence of the maximum hit ToT on bias voltage and threshold
tuning was observed.
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Figure 7. Online-monitoring distributions. Top left: the 2D hit occupancy map of one pixel sensor. Top
right: the correlation between the rows of two consecutive pixel planes. Bottom left: the ToT sum of all hits
in the event (simple cluster-charge distribution). Bottom right: the timing of the recorded hits with respect
to the trigger signal (Level 1 or L1 distribution).

After triggering, the signals of the pixel detectors, i.e. the addresses and ToTs of the pixels above
threshold, were recorded for typically 16 (5) consecutive clock cycles in 2014 (2015). The timing
distribution of the recorded hits with respect to the trigger signal (so-called Level 1 distribution, in
units of 25 ns clock cycles) is shown in figure 7, bottom right. The clear peak indicates low noise
levels and a good synchronisation between the recorded hits and the trigger.

The system operation during data taking was stable, e.g. half-day runs without user interaction
were possible. Altogether, 38 M events were collected in 2014 and 210 M events in 2015, at typical
average rates of a few hundred Hz.

Many parameters of the tracking system could be monitored at the online level (see figure 7 for
examples). In addition to the Level-1 distribution already discussed, the 2D hit occupancy maps for
each tracking plane were monitored and used for performing the alignment of the beam with respect
to the detectors. Good correlations between the hit column (and row) numbers of two consecutive
pixel planes, respectively, indicated that real tracks were recorded and that the inter-plane alignment
precision was at the mm level. Moreover, the ToT sum of all hits (roughly indicating the cluster
charge) was monitored online and behaved as expected.
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4 Data analysis and detector performance

The data taken including the tracker and ToF hit information were stored in a common data format
and analysed offline.

4.1 Tracker reconstruction

The offline pixel-hit clustering and track reconstruction were performed with the software framework
Judith [25].

4.1.1 Pixel hit clustering

Neighbouring hit pixels were grouped into hit clusters. The cluster-centre position for each coordi-
nate (x, y) was determined either with a ToI-weighted or charge-weighted (i.e. after the ToT-to-charge
conversion explained in section 3.1) mean of the single-pixel centres. As default, the ToT-weighted
mean was taken since this is a simple algorithm using direct measurement information with a
position resolution similar to the charge-weighted mean. More discussion on the resolution and its
dependence on the different cluster-position algorithms can be found in section 4.4.1.

Figure 8 shows a collection of important pixel-hit and cluster distributions for plane 1 (a CNM
device like in the final AFP detector, which was not included in triggering and hence unbiased)
at standard operational parameters, compared for 0° and 14° tilt: cluster multiplicity, cluster size
in both directions (i.e. over how many pixels a cluster extends in x, y), hit ToT (including all hit
pixels before clustering) and cluster charge Q after ToI-to-charge conversion and clustering. For
the cluster size y and the hit ToT, the dependence on voltage, threshold and ToT tuning at 14° tilt is
presented in figure 9. All these distributions are shown for the minimal-material region defined in
section 4.3.

More than 90% of all events have only one cluster per pixel plane, similar for all operational
parameters. Larger cluster multiplicities are mainly from material interactions as discussed in sec-
tion 4.3 and possibly from noise; as shown in section 4.1.2, events with more than one reconstructed
track are only about 2%. The fact that at 14° almost no events have no clusters (increasing to 3% at
0°) indicates already the excellent hit efficiency as presented in section 4.3.

The cluster size is an important parameter for the position resolution as discussed in sec-
tion 4.4.1. The situation is sketched in figure 10. In the long pixel direction (x), charge sharing is
minimal and most of the clusters (about 97%) extend only over one pixel, similar for all operational
parameters and angles in y. A higher degree of charge sharing takes place in the short pixel direction
(y). At standard operational parameters (figure 8) and 0°, 81% of the clusters still have a cluster
size y of 1, but in 17% of the cases charge is shared between 2 pixels; a cluster size y of more than
2 happens for 2% of the clusters and must be due to delta rays and noise since this is geometrically
not possible at 0°. Charge sharing in y is strongly enhanced at 14° tilt since the particles travel over
57 pm in that direction (at a pixel pitch of 50 um) and hence pass through mostly 2 pixels (measured
for 81% of the clusters) and sometimes 3 (measured for 4% of the clusters). However, due to the
threshold occasionally one pixel does not fire, so that for 14% of the clusters the cluster size y is
found to be 1. From figure 9 it can be seen that at 14°, charge sharing in plane 1 is increasing
with voltage since this is a CNM sensor with non-fully-through-passing columns, which is not
yet depleted throughout its whole depth at low voltages. FBK devices with fully-through-passing
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Figure 8.  Hit and cluster properties for plane 1 (CNM) at 0 and 14 degrees at standard operational
parameters.

—15-



Plane 1, 14°, 2 ke, 10@20 ke’ Plane 1, 14°, 2 ke, 10@20 ke’

o RTPRRRPepRRRTReeeee e e o e
€ r —1V ] £ F —1V b
5 T 2v j EO'ST ———— 2v E
i 4v 1 - F 4v ]
4 R 7V b =025 7V A
o8- 10V ] Tt 10V 1
=2 N 20V ] r 20V ]
o [ ] 0.2f ]
06 B F ]
H 1 0.15F -
oa- ] i ]
L ] 0.1~ b
02 | . 7] 0.05f- 4
P\ T T OO TR FUURT PUPRT IV TPV O:L A T B T - =]

0 1 2 3 4 5 6 7 8 9 10 0 2 4 6 8 10 12 14 16
Cluster Size Y Hit ToT [25 ns]

Plane 1, 14°, 10 V, 10@20 ke’ Plane 1, 14°, 10 V, 10@20 ke’

T [T T T
£ [ — 1.5ke’ £ r — 1.5ke’ A
5 1 ‘ 1 S o3f ‘ ]
=% L e 2 ke ] =3 E e 2 ke ]
(2] [2] F —
o r — 2.5k 7 = — 2.5 ke -
88 5 ke B IO'25: 5 ke 1
I R e 3ke ] F 3ke E
o [ ] 0.2f ]
0.6 — r ]
H 1 0.15F -
oaf ] i ]
[ ] 0.1~ 7
02 g 7 0.05F 3
o\ IS RO bbbl O: P BN BV IV PR i

0 1 6 7 8 9 10 0 2 4 6 8 10 12 14 16
Cluster Size Y Hit ToT [25 ns]

Plane 1, 14°,10 V, 2 ke’ Plane 1, 14°,10 V, 2 ke’

— [T e e o e R
E L —10@16ke” € oal —10@16ke” ]
o o L ]
S [ ] S -]
s [ e 10@20ke o L e 10@20ke
5 0 — ] 20251 b
2 o8 o Tt o
8 L - 5@20ke” r - 5@20ke” ]
o [ ] 0.2f B
06 B F ]
[ , [URE-I S R R E
oa- ] i ]
L ] 0.1~ b
o2r 7 0.05]- 3
ol T 0: el e ]

0 1 2 3 4 5 6 7 8 9 10 0 2 4 6 8 10 12 14 16
Cluster Size Y Hit ToT [25 ns]

Figure 9. Cluster size in y direction (left) and hit ToT (right) distribution for plane 1 (CNM) at differ-
ent operational parameters: bias voltage dependence (top), threshold dependence (centre) and ToT tuning
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Figure 10. Sketch of pixel hits and clusters for the long pixel direction x at 0° (left) and the short pixel
direction y at 14° (right). The ToT values are examples.

columns, on the contrary, show hardly any voltage dependence for the cluster size. When increasing
the threshold, the events with a cluster size y of 1 are increasing, as expected. No strong dependence
on the ToT tuning is observed.

At standard operational parameters (figure 8), the distribution of the hit ToT peaks at 8 for 0°,
which is consistent with the expectation of 17 ke™ most probable deposited charge and no charge
sharing. For 14° the ToT distribution is shifted to lower values with a peak at 6 due to enhanced
charge sharing. After the ToI-to-charge conversion, the cluster charge (the sum of all pixels hit)
is roughly consistent between 0° (most probable value MPV = 15.5ke™) and 14° with an MPV of
16.8 ke™ (from geometry one would expect 3% more charge at 14° than at 0°) and expectations. It
should be noted that the 4-bit ToT resolution and the non-linearity between ToT and charge (see
equation (3.1)) are not ideal for precision charge measurements, which is not the aim of these
devices. From figure 9 it can be seen that the hit ToT slightly increases with voltage in plane 1
(due to more efficient charge collection and more complete depletion for the CNM device) and
decreasing threshold (mainly an effect of the re-definition of the ToT-to-charge relation since e.g.
ToT'=1 is by definition close to the threshold and hence moves when changing it). Obviously, when
changing the Tol tuning, the ToT distribution is highly affected and can be shifted to much lower
values for 5@20ke™, as discussed already in section 3.2 for the maximum hit ToT in the event.

The distributions for the other planes are consistent with plane 1 when considering the chip-
to-chip charge-calibration spread of 15%, except for the fact that the FBK sensors are fully depleted
already at 1V and hence show almost no voltage dependence.

4.1.2 Track reconstruction

Subsequently, tracks were reconstructed from the clusters by fitting a linear function for each
direction (x and y) after applying a simple track-cluster-finding algorithm. At least three planes
are required to have a hit included in the track. As input resolutions for the weights in the
2 fit, the resolutions individually measured for different cluster sizes (from section 4.4.1) were
used. Alignment was performed in two steps: first a coarse alignment based on the inter-plane
correlations between two consecutive pixel layers (see figure 7, top right) was applied; subsequently
a fine alignment was performed based on the track residual distributions (i.e. the difference between
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the projected track position on each layer and the cluster position). Shifts in x and y and rotations
around the z axis were corrected for. For more details see reference [25].

Track reconstruction of the AFP-prototype test-beam data has been performed for different
scenarios:

1. The all-plane scenario includes all five planes into the track fit, which is mostly used for the
analysis of the ToF detector as it gives the best precision at the ToF-detector position.

2. The first-four-plane (AFP-like) scenario takes only the first four equidistant planes into
account, thereby being the most realistic with respect to the final AFP configuration.

3. In the DUT scenarios, specific planes are excluded from the track fitting and thus treated as
independent, unbiased devices-under-test (DUT) for efficiency or resolution studies.

The performance of track reconstruction is found to be similar for all scenarios (the following
plots and numbers refer to the AFP-like first-four-plane scenario): for about 97% of the events
exactly one track is reconstructed as seen from figure 11 (left). Events with no reconstructed tracks
are at the percent level and mostly originate from tracks at the edges of the tracker where due to
misalignment not enough planes were hit by the particle. Events with more than one reconstructed
track are found in only 2% of the cases. Figure 11 (right) shows the number of planes included in
the track. Due to the excellent hit efficiency at 14° (see section 4.4.2), almost all tracks include all
four planes (in the central detector region). At 0°, about 5% of the tracks include only three planes,
consistent with the two unbiased planes having an efficiency of 97.5% (the two triggering planes
have naturally an efficiency of 100%). The reconstructed tracks are found to be parallel to the beam
axis with an average angle in x and y of about 0.1°.

For the analyses presented here, event cleaning cuts have been applied unless stated otherwise.
Events with exactly one track and one cluster per plane have been selected to reduce combinatorial
background and events with material interactions.

4.2 Spatial correlation between tracking and timing detector

The main objective of the 2014 beam test was the integration of the tracking and timing subsystems
with a common trigger and readout. To verify that this integration worked and that the recorded
tracking and timing data were inter-related with each other, the spatial tracking-timing correlation
was studied. Figure 12 shows the number of events as a function of the track position extrapolated to
the timing detector (using the all-plane track-reconstruction scenario with cleaning cuts as described
in section 4.1.2) and the firing timing channel (the eight LQbars).

It can be seen that the track position and timing channels that give a signal are clearly correlated
with each other in space. In the y direction, the four trains piled on top of each other can be clearly
seen. Even a small misalignment between bar A and B of train 1 is visible, which has been confirmed
by optical inspection. Train 4 is only partly visible due to the limited pixel-detector and trigger
acceptance below —7 mm. In the x direction it can be seen that the overlap between LQbars and the
pixel detectors ranges from —6 mm (the LQbar cut edge parallel to the beam) to the end of the pixel
detector at about 10 mm.

These correlation distributions were also used for offline alignment between the timing channels
and the tracking detector for the following analyses.
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x (right) direction at Viyycp-pmt = 1800V for the tracker at 0°. For the bar arrangement and naming scheme
see figure 4.

4.3 Material interactions

Itis important to understand particle interactions in the detector material such as multiple scattering,
nuclear interactions and delta rays since they could degrade the performance. Table 1 gives an
overview on the detector material in terms of nuclear-interaction and radiation length and the
corresponding expected multiple-scattering parameters. This is compared for the beam-test setup
(with only two LQbars per train, with a flex on top of the pixel sensor, and with and without plastic
cover) and the final AFP detector (with four LQbars per train and no flex or cover).

The tracker material in terms of radiation length Xy is 1.7% (2.3%) per tracker plane for the
beam-test setup without (with) the plastic cover. This implies a mean multiple-scattering angle
6o,ms of 12.4 (14.6) urad for 120 GeV particles, which leads to a mean offset of 0.6 (0.7) um at
the next tracker plane for the setup with 14° tilt with a plane pitch of 5cm. This is an important
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Table 1. Overview on material interactions, compared for the beam-test setup with and without 2 mm plastic
cover (930 um Si + 500 gm Al + 500 ym Kapton flex, 1.6 cm LQbars, 120 GeV particles) and the final AFP
detector (930 um Si + 500 pum Al, 3.2 cm LQbars, 6.5 TeV particles): the detector material in terms of nuclear
interaction length A; (ToF and tracker) and radiation length Xy (tracker), the mean multiple-scattering angle
6o,ms and the corresponding offset dys at the next tracking plane (5 cm pitch for the beam test, 9 mm for the
final AFP detector). The material constants and formulas are from reference [26].

ToF Tracker (per Plane)
Setup xf Ay [%] | x/ Ay [%] | x/Xo [%] | Ooms [prad] | dmvs [pm]
Beam Test (no Cover) 3.6 0.4 1.7 12.4 0.6
Beam Test (Cover) 3.6 0.7 2.3 14.6 0.7
Final AFP 7.3 0.3 1.5 0.2 2% 1073

parameter for the resolution measurements in section 4.4.1. For the final AFP detector without
the flex, the material budget in terms of radiation length is reduced to 1.5%. Together with the
high proton momentum of close to 6.5 TeV, the multiple-scattering effects are negligible with only
0.2 prad scattering angle and a mean offset of 2 x 1073 um at the next tracking plane with a distance
of 9 mm.

Nuclear interactions in the Quartz material of the ToF detector could give rise to secondary
particles that might affect the time resolution. These additional particles should be measurable in
the last tracking plane 4 behind the ToF detector as additional hits and charge deposition. From the
nuclear interaction length of A1; = 44 cm for Quartz, one would roughly expect an interaction for
3.6% of the events for a two-LQbar train of 1.6 cm depth along the beam. For the final AFP detector
with four LQbars per plane, this would increase to 7.0%. On the contrary, for each tracking plane
one would expect a nuclear interaction in only 0.4% of the events. This increases to 0.7% if the
sensor is covered by the 2 mm plastic protection and decreases to 0.3% for the final AFP detector
without the flex on the sensor.

In the 2014 data, no signs of Quartz material interactions were found from the average cluster
multiplicity and deposited charge of plane 4 [2]. It was suspected that the 2 mm thick plastic cover
in front of each pixel sensor absorbed part of the secondaries from upstream material, as well as
produced new secondary particles, in particular delta rays, that presented a large background for
the upstream secondaries. Hence, in 2015 a hole in the plastic cover was made over most of the
sensitive pixel area (see section 2.1.2, in particular figure 3).

Figure 13 shows the pixel map for the average cluster multiplicity for planes 0 and 4 for a 2015
run in which only the two lower trains 3+4 of the ToF detector were included. One can clearly
distinguish the different regions. The cluster multiplicity is significantly higher for the region
covered by plastic. However, also in the region without cover, one can clearly identify localised
material interactions from the electronic components of the flexible circuit board (cf. figure 3). Since
those will not be on top of the sensor for the final AFP pixel modules, a so-called minimal-material
region is defined avoiding the largest of these components as well as the plastic cover. For plane
4 one can now clearly distinguish the region with the interactions in the LQbars from the region
without. Figure 13 (bottom left) shows the full cluster-multiplicity distribution for the different
regions of plane 4, namely the minimal-material, LQbar and LQbar+cover region. The LQbar
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Figure 13. Top: average cluster-multiplicity map for planes 0 and 4 as a function of track position at 0° tilt.
Indicated are the different selected material regions of interest (the total areas covered by the plastic or the
LQbars are larger). Bottom: the cluster-multiplicity distribution for different regions of planes 4 and 3 (left)
and for different planes in the minimal-material region (right).

region has a significantly higher cluster multiplicity (8.3% of the events have > 1 cluster) than the
minimal-material region (5.4% of the events have > 1 cluster). This is roughly consistent with the
expected 3.6% of the events with nuclear interactions in the LQbars. Adding the plastic cover to the
LQbar region increases the number of events with > 1 cluster to 11.0%, probably mostly due to delta
rays. It is interesting to note that the fraction of events with multiplicities between 2-5 increases
(consistent with delta rays that are usually produced with low multiplicity), whereas the multiplicities
above 5 decrease, probably due to absorption of secondaries from the LQbars in the plastic cover.
The cover region of plane 3 is also added to the figure in order to show that it has a roughly similar
multiplicity distribution as the LQbar+cover region of plane 4, which explains why no clear signs
of Quartz material interactions were seen in the 2014 data with the plastic cover everywhere.
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For the tracker, it is also important to know whether the upstream planes influence the down-
stream ones. Figure 13 (bottom right) shows the cluster-multiplicity distribution for the minimal-
material region compared for all planes. The average cluster multiplicity N does not seem to
increase systematically from one plane to the other. This is mainly because the number of events
with 2 clusters (which is dominating over events with higher multiplicities) is similar for all planes.
These events are probably dominated by low-energetic delta rays that are immediately absorbed
in one plane. However, the number of events with larger multiplicities, which probably mostly
stem from nuclear interactions, does increase with plane number since those secondaries can pass
through several planes and can hence accumulate and multiply. Only the last plane, 4, does not
follow this trend, possibly due to secondaries with an angle that miss the last plane because of the
much larger distance to the previous planes. In any case, these events with high multiplicities still
stay at the sub-percent level.

The impact of the tracker material interactions is expected to be slightly different for the
final AFP detector with different tracker holders, the Roman pot outside, no flex with electronic
components on top of the sensor and a reduced pitch of 9 mm between the planes. Hence, these
studies will be repeated for the final detector in the next beam test in 2016. For a better understanding
of the nature of the interactions, simulations will need to be performed and compared to the data.

In order to minimise the influence of material interactions in these analyses, the tracker studies
are typically performed for events with tracks in the minimal-material region, and for most tracker
and ToF studies a cluster multiplicity of maximally 1 in each plane is required.

4.4 Performance of the tracking system
4.4.1 Spatial resolution

General spatial-resolution considerations The spatial resolution of each pixel plane as well
as of the whole AFP tracker system is a crucial performance parameter. Each AFP station acts
as a beam telescope of four planes and can provide a full track (position and angle). However, to
measure the angle of the forward proton tracks precisely, the two AFP stations on each side of the IP,
separated by 12 m, are combined, which is not studied here. The most important track-performance
parameter for each station individually is the combined position resolution of the four-plane system,
which is best in the centre of the four equidistant planes as discussed below.

It has to be distinguished between qualitatively different situations in the short and long pixel
direction:

1. Digital/binary/discrete situation in the long (250 pum) pixel direction (beam test x/AFP vertical
coordinate):

If only one pixel is hit in a certain direction, as is the case in 98% of the events in the long pixel
direction (see figure 8 centre left), the measured hit-cluster position only assumes discrete
values, namely the pixel centre as sketched in figures 10 and 14. In such a case, the digital or
binary resolution of pitch/V12, i.e. 72 um for a pitch of 250 um, is obtained, as confirmed in
previous beam tests (see section 2.1.1).

In such a discrete situation, the combined tracker resolution of several pixel planes highly de-
pends on the offset of the planes with respect to each other as shown in figure 14: e.g. in case
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Figure 14. Top: sketches of the track reconstruction for the discrete situation in the long pixel direction (left),
where most of the clusters have only one hit, so that its position is almost always assigned to the pixel centre
(this is shown for different staggering scenarios with an offset of 0 or 1/4 pitch between successive planes);
and for the continuous situation in the short pixel direction (right), where the reconstructed cluster position
approximately follows a Gaussian distribution around the track. Bottom: the corresponding expected track
resolution as a function of z in the long pixel direction (left) for different staggering scenarios for the final
AFP tracker; and in the short pixel direction (right) at 14° tilt with 6 um input resolution per plane for the
final AFP tracker, as well as for the plane-2-as-DUT track-reconstruction scenario in the beam test, with and
without MS effects from the beam-test tracker planes.

of perfect alignment (no offset of planes), no improvement over the single-plane resolution is
achieved for perpendicular tracks since each pixel plane gives aredundant measurement. Inthe
case of staggering the modules by 1/4 of a pitch, as planned for the final AFP detector, the track
resolution for four pixel planes is improved to 1/4 of the binary resolution, i.e. 18 yum. How-
ever, the actual staggering present in this beam test was random since no precision alignment
was available. Moreover, the resolution cannot be measured reliably with a setup of a few iden-
tical planes in the discrete regime (e.g. in case of no offset of planes, the difference in hit posi-
tion between successive planes is always 0). Hence, aresolution measurement in the long pixel



direction is not pursued here but needs to be performed with the final AFP detector including
the actual staggering achieved with an external precision telescope in future beam tests.

2. Analog/continuous situation in the short (50 um) pixel direction at 14° tilt (beam test y/AFP
horizontal coordinate):

In the short pixel direction at 14° tilt, due to charge sharing between pixels, the hit position can
be interpolated using the ToT or charge information, giving a measurement with approximately
continuous values. As explained in section 2.1.2, such a situation was studied in special runs
with all five pixel planes at 14° tilt with an equidistant pitch of 5 cm without the ToF detector.

In this case, neglecting multiple scattering, the track resolution oyack y as a function of z can
be predicted from the uncertainties of the straight-line parameters of the fit (slope s, and
offset by) and their covariance cov, as

20 — 2 2. 2
O'y(z)—O'by+Z O, T2z covy. 4.1)

This is shown in figure 14 with an input resolution of 6 um per plane (as measured below)
for the track-reconstruction scenario with the central plane 2 excluded as DUT from the track
fitting. This is compared to the final AFP configuration with four planes with 9 mm pitch. In
both cases the track uncertainty is symmetric around its minimum in the centre of the four
tracking planes. The minimum track uncertainty is the same in both cases, namely half of the
input resolution per plane, i.e. 3 um as it scales with 1/4/Nplanes. In the continuous case, the
resolution can be measured with a setup of a few identical planes like the one in this beam test.

The effect of multiple scattering on the track resolution has been assessed in a simple Monte-
Carlo simulation, which introduces a Gaussian-distributed multiple-scattering angle 6 vs at
each plane (see section 4.3) as well as a Gaussian smearing of the hits around the true particle
position according to the resolution. Then the simulated hits are fitted with a straight line
and compared to the true track position (in the absence of multiple scattering). The expected
degradation of track resolution due to multiple scattering in the tracker centre is found to be
0.4 pum for the beam test with 120 GeV particles, as shown in figure 14. For the final AFP
detector with 6.5 TeV protons, the effect is found to be negligible.

3. Mixed situation in the short pixel direction at perpendicular incidence:

for the short pixel direction at 0°, there is a mixed situation of cluster size 1 in about 85% of
the cases (digital) and cluster size 2 in about 12% of the cases (to which analog algorithms
can be applied). However, since this configuration is well studied in previous beam tests and
has no relevance for the final AFP detector at 14° tilt, this will not be covered here.

In the following, the resolution in the short pixel direction y at 14° tilt (analog/continuous case)
will be studied.

Spatial-resolution determination methods The resolution is determined with two different
methods, namely with the triplet method, which gives the average single-plane resolution for
three successive planes, and with the track-DUT method, which gives the convoluted resolution of
a four-plane track and a single DUT plane.
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1. Average Single-Plane Resolution with the Triplet Method:

One method to measure the average per-plane resolution of three identical planes without a
track fit (only using the alignment constants from a previous track fit) is the friplet technique.
It defines a residual variable res;;, from the hit position x; of three successive equidistant

planes (e.g.i = 1,2,3) as
X1+ X3

2
An effective average single-plane (SP) resolution can be obtained from the spread (RMS or o

resmp = X2.

of a Gaussian fit) as ospip = V2/3- Oip assuming the resolutions of all planes are equal and
neglecting possible misalignment or multiple-scattering effects. In the simulation mentioned
above, the effect of multiple-scattering has been assessed to be less than 0.1 um, which is
conservatively included as systematic uncertainty.

2. Convoluted Track and Single-Plane Resolution with the Track-DUT method:

another method to determine the resolution is to exclude one plane (DUT) from the track fit
and calculate the residual resyack.pur as the difference between the DUT cluster centre and
the track position extrapolated to the DUT. The spread (RMSack. DUT OF Tirack-DUT) gives the
convolution of the DUT single-plane resolution o-sppur and the track resolution oy,cx at the
position of the DUT plane. Neglecting multiple-scattering and assuming the equality of all
planes, both contributions can be disentangled by using eq. 4.1 as illustrated in figure 14, e.g.
using the relation that in the centre of a four-plane system the track resolution is expected to
be half of the single-plane resolution.

As mentioned above, it was found in simulations that for the beam-test conditions with
120 GeV particles, multiple scattering would degrade the track resolution for a straight-line
fit by about 0.4 um with respect to conditions without scattering. Hence, to calculate the
track resolution for the beam-test conditions, one would need to correct for this. However,
in the end the parameter of interest is the track resolution of the final AFP tracker for
6.5 TeV particles with negligible multiple scattering. In the simulation, it was found that the
convoluted o yack-puT is hardly affected by multiple scattering in the beam test, namely by
less than 0.05 um. This can be explained by the fact that the position displacement due to
scattering builds up successively from one plane to the next, so that the displacement at the
DUT is correlated to the one at other planes, and the effect largely cancels out in the difference
between the DUT hit position and the track position extrapolated to the DUT. Hence, the bias
for oack under AFP conditions introduced by neglecting scattering in the analysis should be
small. Nevertheless, for a conservative estimate of the systematic uncertainty due to multiple
scattering, the full 0.4 um difference was taken.

Spatial-resolution results

Figure 15 shows the residual distributions for the triplet method involving planes 1, 2 and 3 (top)
and for the track-DUT method with the central plane 2 as DUT (bottom). Default operational
parameters (10V, 2ke™, 10@20ke™) and the charge-weighted cluster centre were taken here. Only
events with one track and one cluster per plane were taken into account to eliminate combinatorial
background. Each distribution is shown both including all cluster sizes and restricted to cluster
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Figure 15. The residual distributions to determine the spatial resolution. Top: the triplet residual resysp
using planes 1, 2 and 3, for all cluster sizes and cluster size < 2, in linear (left) and logarithmic (right)
scale. Bottom: the track-DUT residual resyack-put for plane 2 as a DUT, for all cluster sizes and cluster size
< 2 of both tracking and DUT planes (left); and for different DUT cluster sizes, whereas the tracking-plane
cluster sizes were not restricted (right). All distributions are normalised to unit area. In all cases the standard
operational parameters and charge-weighted algorithm were used.

sizes of < 2 (96% of all clusters). It can be seen that including all cluster sizes, non-Gaussian
tails are present with an RMS significantly larger than the o of a Gaussian fit. However, these tails
are significantly reduced for cluster sizes of < 2 and the RMS approaches the o~ within maximally
0.9 um. In contrast, the Gaussian o is not strongly affected by the restriction to cluster sizes of < 2.

More details of this effect can be seen in figure 15 (bottom right) that shows the track-DUT
residual distribution separately for different cluster sizes in the DUT (whereas the cluster size of
the planes included in the track fit is not restricted). The residuals of DUT cluster size 1 and 2 have
a narrow, almost Gaussian peak, whereas for 3 and > 4 a broad double-peak structure is obtained.
As discussed in section 4.1.1, a cluster size of 3 is in fact geometrically possible at 14° (although
suppressed by the threshold effect). But on the one hand probably the charge-weighted cluster
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centre is not ideal in this case, and on the other hand the sample of cluster size 3 is expected to also
contain events with originally lower cluster size, but with delta rays that travel inside the sensor
from one pixel to another and artificially enlarge the cluster size and shift the centre of the cluster
(as illustrated in figure 10 right). In fact clusters with a size of at least 4 are geometrically not
possible at 14° and are hence expected to be completely dominated by this effect.

Since 96% of the clusters in one plane have cluster sizes of < 2, it is simple and efficient to
either reject events with larger cluster sizes or to down-weight them in the track fit. Hence, the o
of cluster sizes of < 2 will be taken as the figure of merit for the resolution in the following.

For the standard tuning and the charge-weighted cluster-centre algorithm, a single-plane res-
olution of ospyip = 5.6 = 0.5 um was obtained for the triplet of planes 1, 2 and 3. The results
for other possible combinations of planes (0, 1, 2 and 2, 3, 4) agreed within 0.5 ym. Hence, any
difference in resolution between different planes was not much larger than this level. The statistical
uncertainties were 0.03 um only; conservative systematic uncertainties assigned include the 0.5 um
difference between triplets, 0.1 ym from a variation of fit ranges (full range vs. restriction to £30)
and the 0.1 um multiple-scattering effect estimated from simulation as discussed above.

The convoluted track-DUT resolution for the central plane 2 as DUT was found to be
OgackpuT = 0.2 = 0.6 um. Disentangling both as described above (assuming the resolution of
the four-plane system to be half of the single plane) gives osppuT = 5.6 + 0.5 um (consistent with
O spuip from the triplet method) and o-grack = 2.8 + 0.5 um. Again, the statistical uncertainties were
maximally 0.03 um only. For osppur, the systematic uncertainty to account for plane-to-plane
variations was taken from the triplet method above (such plane-to-plane variations could not be
tested directly for the track-DUT method since taking another, i.e. non-central, plane as DUT would
change the relation between the single-plane and the track resolution). This was then propagated
as well to the systematic uncertainties of o gack-puT and oyack. The latter includes in addition the
conservative 0.4 um systematic uncertainty for multiple-scattering effects as explained above.

The resolution is compared in table 2 for different cluster-centre algorithms, voltages, thresholds
and ToT tunings.

The ToT-weighted algorithm was found to only slightly degrade the resolution by about 5%.
Hence, due to its simplicity and the lack of the ToT-to-charge calibration for some of the tunings
under study, the ToT-weighted algorithm was taken as default without compromising the resolution
significantly. However, it should be noted again that the ToT-to-charge calibration was only obtained
from a similar device and averaged for all pixels. In the future it is planned to do this for each device
and pixel separately, which might improve the performance of the charge-weighted algorithm.

No strong dependence on voltage and threshold was found. The resolutions at 10@16 ke™ and
10@20 ke™ ToT tuning points are similar and degrade by about 15% for 5@20ke™ as expected due
to the degrading charge/ToT resolution. Hence, tuning at 5@20 ke™, which improves the dead time
of the HitOr trigger signal as discussed in section 3.2, has a measurable but moderate effect on the
resolution, keeping the value well within the AFP requirements.

To conclude, even for the simplest cluster-centre and track-fit algorithms without optimisation,
a track resolution of 2.8 + 0.5 um was found for the short pixel direction, largely surpassing the AFP
requirement of 10 ym. In the future, this might be even further improved by a more careful ToT-to-
charge calibration, more optimised cluster-centre algorithms such as involving the 7 correction or
neural networks [27] as it is done for the ATLAS pixel detector, and more advanced track-fit and

-27 -



Table 2. The spatial resolutions: the measured convolution of track and DUT resolution (0 track-puT); after
disentangling the track and single-plane DUT contributions oryack and o'sppyr assuming orck to be half
of osppur; and the single-plane resolution ospyip obtained from the triplet of planes 1, 2 and 3. The
uncertainties are dominated by systematic effects like plane-to-plane variations and multiple scattering as
explained in the text. The resolution is compared for different algorithms, voltages and tuning points. If not
stated otherwise, the ToT-weighted algorithm and standard operational parameters were used. The values are
for cluster size < 2.

Resolution [pum)]
Variation O track-DUT O track ‘ O SPDUT ‘ T SPytrip
Different Algorithms
Charge-weighted | 6.2+0.6 | 28+0.5| 5.6+0.5 | 5.6+0.5
ToT-weighted 6.5+06 [29+05|58+0.5|59=+0.5
Different Voltages
1V 6.7+0.6 | 3.0+£0.5|60+0.5|6.0+0.5
2V 6.6+06 [29+05(59+0.5|59=+0.5
4V 6.5+0.6 | 29+0.5|58+05|58+0.5
A% 6.5+06 | 29+05|58+05|59+0.5
10V 6.5+06 [29+05|58+0.5|59+0.5
20V 6.5+0.6 | 29+05|58+05|59+0.5
Different Thresholds
1.5ke™ 74+07 |33+£05|67+06|63+0.6
2.0ke” 6.5+0.6 | 29+0.5|58+05|59+0.5
2.5ke” 63+06 | 28+0.5|57+0.5|58=+0.5
3.0ke™ 64+06 |29+05|57+05|6.0=+0.5
Different ToT Tunings
10@16ke™ 6.8+0.6 |3.0+0.5|6.1+05]|58+0.5
10@20 ke™ 6.5+0.6 | 29+05|58+05|59+0.5
5@20ke” 75+0.7 |33+£05|67+06|69+0.6

alignment methods, e.g. taking into account multiple scattering. In addition, in future AFP tracker
versions one might consider to reduce the tilt slightly from 14° to 12—13° in order to enhance the
fraction of cluster sizes of < 2 above the present 96% per plane.

4.4.2 Tracker hit efficiency

Using the DUT track-reconstruction scenarios, the per-plane hit efficiencies were determined. This
was done for the unbiased pixel planes 1 and 2 that were not used for triggering. The DUT was
excluded from the track fit and it was checked for each reconstructed track if a hit in the DUT was
found close to the track.

Figure 16 (left) shows the hit efficiencies of planes 1 (CNM) and 2 (FBK) at 0° and 14° beam
incidence as a function of bias voltage for the default tuning parameters. At 0°, the CNM device
reaches a plateau at 4 V, whereas the FBK device reaches its maximum efliciency already at 1 V. The
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Figure 16. Left: pixel hit efficiencies as a function of bias voltage for planes 1 (CNM) and 2 (FBK) at 0°
and 14°. Right: hit efficiency map for plane 1 at 14° and 10 V.

difference is due to the non-passing-through 3D columns in the CNM device, which needs a slightly
higher voltage to reach full lateral depletion. The plateau efficiencies of 97-98% are reasonable for
an IBL-spare quality device (but are lower than for a good-quality IBL device with > 99% [9]). At
the AFP tilt of 14°, however, the efficiencies increase to > 99.9% already from 1 V for both devices,
despite the quality class used here. The efficiency improvement for a tilted device is a well-known
effect in 3D sensors which exhibit small localised low-efficiency regions at perpendicular incidence
due to the insensitivity of the 3D columns and some low-field regions in between [9]. Figure 16
(right) displays the 3D efficiency map for plane 1 at default operational parameters and a tilt of 14°.
It can be seen that the high efficiency is uniform over the whole device, apart from single pixels
with slightly lower efficiency (white pixels are either masked or regions without entries at the edge
due to the beam profile or the lack of overlap with the trigger area). The efficiency results are found
to be insensitive to the threshold and ToT tunings within the range studied here.

4.5 Performance of the time-of-flight system

In this section, the performance of the LQbar time-of-flight (ToF) system is presented. The results
are from the 2014 data only with the standard setup as described in section 2.2.2. The 2015 data
with some setup variations and more detailed studies of the ToF properties are still being analysed.

The common data format of tracking and timing detectors allowed the event-by-event use of
track information to predict independently whether a certain LQbar was traversed by a particle,
which was crucial for the studies of efficiency, cross talk, noise and time-resolution. For this, well-
reconstructed tracks from the all-plane track-reconstruction scenario after cleaning cuts were used
as described in section 4.1.2, giving the best track precision at the position of the timing system.

—-29—



g

Efficiency LQbars A, 1800 V
T T T

Efficiency LQbars A, 1900 V
T T T

-
1=}
S

T 10[- £ E wF IS
£ N 90 > £ L S
s [ w g 5 [ -
= L oro% & 2 = L o904 o
8 5S¢ £ 8 5C &
&k, L S Z
> L 826% 60 > L 99.2%
o 50 of
r 3A —40 [ 3
: 86.1% : 99.3%
s 30 S0
L 20 L
: BG‘:"/- Region without Tracker Overlap 10 : 99‘.‘3\% Region without Tracker Overlap
10, A A TR | n A0 L
- T T T T T T T T T T T T T T T T T T T T
®100F 7T g v ]
> R . 4
(8] L 4
g L 4
5 95 a
L L ]
90 b
85 -e-LQbar 1A -m-LQbar 1B |
[ o LQbar2A -m-LQbar2B 1
80 -e-LQbar 3A  -m-LQbar 38 |
[ -o-LQbar4A -m-LQbar4B |
75""\HH‘HH\HHH‘H\HF
1800 1850 1900

Voltage [V]

Figure 17. The hit efficiencies of the LQbar ToF channels. Top: the efficiency map as a function of
reconstructed track position for the first bar (A) of each train at Wicp.pmt = 1800V (left) and 1900 V (right).
Bottom: the mean efficiencies as a function of Wcp-pmr for all eight bars.

4.5.1 LAQbar hit efficiency

The hit efficiency of each LQbar was determined using events with tracks passing through the bar
of interest and determining the fraction of those events in which this bar gave a signal. Figure 17
(top) shows the two-dimensional hit-efficiency map as a function of reconstructed track position
for the first bar (A) of each train at Vijcp-pmt = 1800V (left) and 1900 V (right), for the fixed CFD
threshold of 100 mV. Figure 17 (bottom) displays the corresponding mean efficiencies as a function
of Vmcp-pmr for all the bars. It can be seen that the LQbar efficiencies generally increase with
Vamcp-pmr as expected as the MCP-PMT gain increases. Whereas at 1800V, there is a significant
spread between the efficiencies of different bars ranging from 83 to 97%, the efficiencies at 1900 V
are all above 99%. Another interesting observation at 1800V is a slightly higher efficiency close to
the cut edge near x = —6 mm compared to areas further away from it.

This effect was considered in the design, and gives an enhanced light yield, ranging from a few
% at 5 mm from the edge of the bar to a factor 2 at the edge of the bar where the whole Cherenkov
light cone is detected [18].
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4.5.2 Cross talk between LQbar trains

Another important ToF-detector parameter is the cross talk between bars of different trains. A high
level of inter-train cross talk is disadvantageous for the use of the ToF detector as a position-resolved
trigger, as well as for the operation at high pile-up and hence occupancies where there might be
several trains hit by particles in one bunch crossing. However, for low occupancies like in the beam
test, cross talk was found to have no large influence on the time resolution if the bars really hit by
the particle can be selected using track information, as demonstrated in section 4.5.4 below.

The cross talk seen by a bar of interest was determined as the fraction of events in which it
gives a signal when the track actually passes through a bar in another train (of the same LQbar
column A or B).

Figure 18 (top) shows the two-dimensional map of cross talk to LQbar 4A as a function of track
position (for tracks passing through other trains) at Vjicppmr = 1800V (left) and 1900V (right),
for the fixed CFD threshold of 100 mV. In figure 18 (bottom) the mean cross talk from the first (left)
and second neighbours (right) is displayed for all bars as a function of Wicp.pmt. Whereas the cross
talk from the first neighbours is at the few-percent level at 1800V, it increases steeply up to 66-92%
at 1900 V. Cross talk from the second neighbour is maximally at the few-percent level up to 1850 V
and increases to 847% at 1900 V. Cross talk from the third neighbour is not observed. Similar to
the efficiency, the cross talk is observed to be higher near the LQbar cut edge at x = —6 mm.

As the LQbars themselves were optically well isolated between adjacent trains with mylar foils
at the radiator level and Aluminium at the light-guide level as explained above, most of the cross talk
has to originate from the MCP-PMT level. Possible explanations include optical leakage at or in
the photo-cathode window and the lateral spread of the photo electrons in the MCP-PMT. The level
of cross talk also depends on the CFD threshold settings. It is believed that it can be significantly
reduced with little loss of efficiency by raising the CFD thresholds to somewhat higher than the
current 100 mV, as the cross-talk pulse height in a neighbouring LQbar is significantly smaller than
the signal pulse height of a hit LQbar. Further studies to understand its origin and to optimise it are
envisaged.

4.5.3 LQbar noise

The noise rates of the LQbar channels were measured as their mean signal firing rates in events in
which the track missed any LQbar (x < —7 mm). It was measured to be at the level of O to 63 kHz for
the fixed CFD threshold of 100 mV, with a large variation between different LQbar channels (which
is still under investigation) and increasing with Vyicp.pmt as shown in table 3. This corresponds to
noise occupancies in the order of 107 to 1073 for a 25 ns window.

4.5.4 Time resolution

The HPTDC board digitised the arrival time of the rising edge of the CFD output for each LQbar and
SiPM reference channel (only the two SiPMs 1 and 2 were included during these tests). This time
information was recorded for each event in the RCE output file. Time resolutions were measured
from the spread of the time differences between two timing channels. For this, it was always
required that a well-reconstructed track passed through the overlap region of the sensors related to
these channels. The 3 x 3mm? SiPMs were placed between —0.5 to 2.5 mm in x, i.e. their centres
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Figure 18. The cross talk between LQbars in neighbouring trains. Top: the map of cross-talk seen by LQbar
4A as a function of track position at Vayycp-pmt = 1800V (left) and 1900 V (right). Bottom: the mean cross
talk from bars in directly neighbouring (left) and next-to-directly-neighbouring trains (right) as a function of
Vmcp-pmt for all eight bars.

Table 3. Noise rate per LQbar channel for different voltages.

LQbar Channel | 1A [ 1B [ 2A [ 2B [ 3A [ 3B [ 4A | 4B
VMcp.pmT Noise Rate [kHz]
1800V 0|3 [4s][7[10]16]29]28
1850 V 0 |14[57[19][22]22]35]35
1900V 0 [20[63[29[47[49]46 47

were about 7 mm away from the LQbar cut edge, and between 3.5 to 6.5 mm in y, i.e. they had an
overlap with the LQbar trains 1 and 2 (see figure 12).

The first step is to understand the time resolutions of the SiPM reference devices. Figure 19 (left)
shows the time difference between SiPM1 and SiPM2. It is approximately Gaussian distributed and
has a total convoluted width of o, = 25.1 ps, including the HPTDC contributions of the two SiPM
channels, which have been on the same HPTDC chip. This value appeared to be stable for many
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Figure 19. Time differences measured with the HPTDC-RCE readout. Left: the time differences between the
two SiPM references with total convoluted resolution o and after dividing by V2, o SiPM+LPTDC- Right: the
time differences between the LQbars of the second train (2A and 2B) and SiPM1 at Vyycp—pmt = 1900 V; the
displayed fitted resolution values here have already the SIPM+HPTDC resolution quadratically subtracted.

Table 4. The time resolutions of different LQbars and the train average for different Viyycp—pmt measured
with the HPTDC-RCE readout (i.e. including the HPTDC contribution) with respect to the SiPM reference.
osipm+HPTDC Was subtracted. The uncertainties include statistical and systematic uncertainties as described
in the text.

Vicp—pwr [VI [ 1750 [ 1800 [ 1850 [ 1900
LQbar Time resolution o Qbar+HPTDC [PS]
1A 785 | 61+6 |52+6|46+5
1B 85+6 | 60+6 | 476 |41+6
Average Train 1 | 67+7 | 54+12 | 44+6 | 376
2A 94+5 | 80+10 | 50+6 | 43+7
2B 94+8 | 64+5|45+6|38x6
Average Train2 | 77+7 | 637 | 41+6 | 356

different runs within less than 1 ps. Assuming an equal performance of both devices, the resolution
of a single SiPM+HPTDC device can be obtained from dividing by \/5, which gives osipm+npTDC =
17.7 ps. A similar analysis has been performed with the oscilloscope instead of the HPTDC, which
gave a value of osipy = 11.0 ps (the contribution of the oscilloscope is considered to be negligible).
Thus, the HPTDC resolution can be estimated from quadratic subtraction as ogprpc = 13.9 ps,
which is in good agreement with laboratory and previous beam-test measurements. The HPTDC
contribution might slightly depend on the exact HPTDC channel combinations, which has not been
taken into account at this beam test, but will be studied in the future.

The LQbar time resolutions were measured from the time differences between one bar and one
of the SiPM references, respectively. The SiPM and the LQbar channels were connected to different
HPTDC chips. This measurement could only be done for the trains 1 and 2 which had an overlap
with the SiPMs. The time differences are shown in figure 19 (right) for the LQbars 2A and 2B
with respect to SiPM1 at Wicp—pmt = 1900 V. Measurements using SiPM2 are consistent within a
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few ps. The resolution values from a Gaussian fit shown there have already the reference resolution
osipm+HPTDC = 17.7 ps as obtained above quadratically subtracted.

The LQbar resolutions, including the HPTDC contributions, are listed in table 4 for different
Wicp—pmt values. The resolution was found to improve with Vycp—pmt and at 1900V it reached
values between 38 and 46 ps for the single LQbars. Statistical and fit uncertainties are estimated to be
2 ps, and in addition systematic uncertainties of typically 6 ps have been assigned to account for the
differences between the two SiPM references as well as for run-to-run and selection-cut variations.

Also included in table 4 are the results for the resolution of the average time of the two LQbars
in one train (A and B). The train average improves the resolution with respect to the best single-bar
measurement, e.g. to 35+ 6 ps for train 2 at 1900 V, consistent with the required design value of 30 ps
for initial low-luminosity AFP runs. In general, however, the observed improvement is less than
expected for uncorrelated measurements (e.g. for two bars of the same resolution an improvement
by 1/V2 is expected). Correlation between the bars of the same train has been observed before
in previous beam tests and can originate in optical leakage at the photo-cathode window or in the
lateral spread of the photo electrons in the MCP-PMT, similarly as for the inter-train cross talk.

Further detailed studies of the correlations and of the dependence of the time resolution on the
number of LQbars are envisaged, with the aim of optimising the LQbar configurations.

5 Conclusions and outlook

Beam tests with a first unified AFP prototype detector combining pixel tracking and LQbar ToF
sub-detectors and a common readout and data format have been performed at the CERN-SPS in
November 2014 and September 2015. The successful tracking-timing integration was demonstrated
by the spatial correlation of recorded tracking and timing data. A TDAQ system close to the final
AFP-ATLAS readout based on a track trigger was successfully tested.

Moreover, the performances of the tracking and ToF systems were studied. The tracker hit
efficiency was found to be > 99.9% per plane at a tilt of 14° like foreseen for the final AFP detector.
The spatial resolution in the short 50 um pixel direction at 14° was found to be 5.5+0.5 um per pixel
plane and 2.8 + 0.5 um for the full four-plane tracker in the centre of the four planes. This clearly
surpasses the AFP requirement of 10 um for the horizontal AFP direction by a factor of almost 4.
Due to the discrete hit behaviour in the long 250 ym pixel direction (corresponding to the vertical
AFP direction), the resolution could not be measured in that direction with the beam-test setup here
and in any case will highly depend on the actual staggering achieved in the final AFP detector.

The hit efficiencies of the LQbar ToF detectors were found to increase with MCP-PMT voltage
up to more than 99% at 1900 V. However, also the cross talk was observed to increase strongly with
voltage for the CFD threshold settings used. The time resolutions of the full LQbar timing detectors
including the HPTDC contributions were found to improve with voltage and were measured between
38 + 6 ps and 46 + 5 ps per LQbar and 35 + 6 ps and 37 + 6 ps per train at 1900 V.

Hence, despite not being fully optimised and including only two LQbars per train, a timing res-
olution consistent with the low-luminosity target of 30 ps was obtained. Improved time resolutions
of 10-20 ps required for high-luminosity operation are believed to be achievable through increasing
the number of LQbars per train to the final four (space restrictions in the Roman pot prevent the
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installation of more), optimising the HPTDC performance, the development of a new HPTDC chip
(which is on-going) and a reduction of the mini-Planacon pore size from 10 to 6 um.

Parts of the ToF data in the 2015 beam test with different LQbar types and configurations are
still being analysed. Moreover, in 2016 follow-up beam tests were already performed and more
are planned with the final AFP detector and for a further systematic study and optimisation of the
LQbar time performance such as cross talk, inter-bar correlations including the dependence of the
time resolution on the number of LQbars per train (up to the final four-LQbar-train configuration),
and HPTDC contribution. Also, the properties of the track trigger will be investigated further, and
the development of an alternative trigger based on the ToF system will be pursued.

In addition, a first arm of the AFP detector with two Roman pots including a tracker each
has been successfully installed at one side of the ATLAS IP in the 2015-2016 year-end shutdown,
allowing the commissioning and study of the AFP tracker performance and backgrounds with the
final detector and the LHC beam.
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