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Introduction 

 

The world of magnetically bistable materials is as fascinating as it is complex. The 
interplay of atomic arrangements, bonding, and magnetism paints a picture that underpins many 
technological applications, from memory devices to potential quantum computing components. 
My scientific journey, closely connected to magnetically bistable molecular materials, has 
evolved over the years in tandem with advancements in the field of material science and the 
evolving methodologies used to understand these intricate materials. 

Formerly, my work was primarily focused on crystallography. This traditional method 
has been crucial for understanding the atomic structures of various materials. Using 
crystallography, my goal was to clarify the crystal structures of magnetically bistable materials 
and relate these structures to their magnetic properties. My research, starting with a study on 
hydrogen bonding's effect on spin crossover phenomena published in 2015,1 highlighted the 
limitations of traditional crystallography, particularly in addressing the quantum aspects of 
these materials. It was at this juncture that the need for a more advanced approach became 
evident, leading me to quantum crystallography. By merging principles from both classical 
structural analysis and quantum mechanics, quantum crystallography offered a richer and more 
nuanced exploration of magnetically bistable materials. Over the course of the last five years, I 
have integrated this approach into my standard research procedures, which have produced 
encouraging outcomes. As I will explore in subsequent sections, this integration has also had 
noteworthy consequences for enhancing the design of coordination compounds. 

This habilitation thesis documents this methodological shift. It is not aimed at 
comprehensive review of the state-of-art in the field of magnetically bistable molecular 
materials. Rather it compiles my publications from the past five years, charting the transition 
from purely crystallographic techniques to integrated quantum crystallographic investigations. 
Each publication marks a stage in this journey, showcasing my personal advancements and 
deeper insights into magnetically bistable materials. The overarching goal is to underscore the 
importance and potential of quantum crystallography in the domain of magnetically bistable 
molecular materials. The prospects for future work will be presented in the concluding chapter. 

At the end of this chapter, I would like to express my gratitude to all my exceptional 
students and colleagues from Olomouc and Brno who have significantly contributed to both my 
professional and personal growth. In the context of this habilitation, my heartfelt thanks go 
particularly to my colleague, frequent co-author, and friend, Radovan Herchel, for our 
enlightening discussions about molecular magnetism and his invaluable guidance in 
introducing me to ab initio calculations. However, my deepest appreciation is reserved for my 
family: my parents, who continued to believe in me through the wilder parts of my life, and 
most importantly, my wife, Pavla. Her presence in my life, her dedication to our family, and 
her love have made our world a much better place.  



3 
 

Chapter 1: Magnetically Bistable Materials  

At its core, bistability is a phenomenon observed in certain dynamical systems. Simply 
put, a system displaying bistability has two stable equilibrium states. This means that the system 
can rest in either of these states without being easily pushed to another state. When this concept 
is applied to the realm of magnetism, we encounter the term 'magnetic bistability'. Just as with 
general bistability, a magnetically bistable system can remain in two distinct magnetic states. 
These states can be swapped via external stimuli like temperature, pressure, or light. Because 
of this unique property, magnetic bistability has become a focal point of interest, especially 
when considering its potential uses in magnetic memory devices, sensors, and advanced 
quantum computing components. 2 

Magnetically ordered materials, especially ferro- and ferrimagnets, are fundamental in 
the realm of magnetic bistability. Their importance is not merely historical; these materials have 
revolutionized various sectors of technology. They form the backbone of many modern 
applications including memory devices, which depend on their ability to retain magnetic states. 
Magnetically ordered materials play also a significant role in numerous other traditional and 
modern applications. They are integral to the functioning of many electric devices, particularly 
electric generators, but their relevance also extends also to the automotive industry, highlighting 
their widespread utility in contemporary technology. The fundamental concepts essential for 
comprehending their characteristics include magnetic anisotropy and the presence of magnetic 
domains.3 

Magnetic anisotropy dictates how magnetic properties in ordered materials vary with 
direction, primarily influenced by magnetocrystalline anisotropy. This variation stems from the 
material's crystal structure: certain crystallographic directions promote easy magnetization, 
while others resist it. A specific subtype, uniaxial anisotropy, highlights this dependency on 
direction. The energy required for magnetization is influenced by the material's orientation to a 
single axis, determined by its inherent crystal structure. Magnetic domains are fundamental to 
the understanding of magnetically ordered materials. These materials comprise multiple small 
regions, termed domains, wherein the local magnetization achieves saturation. Notably, the 
magnetization direction can differ between domains. Boundary regions, known as domain 
walls, delineate these domains. As magnetization begins, domains favorably aligned with the 
applied magnetic field grow, dominating the misaligned ones. As the field intensifies, 
magnetization may orient toward the closest easy axis, particularly if the anisotropic energy 
threshold is surpassed. At peak field strengths, domains universally align with the field, 
irrespective of their intrinsic axes. Central to this discussion is the concept of hysteresis, evident 
in the magnetization's delayed response to magnetic field shifts. This phenomenon arises as was 
discussed above from the domain structure of the ordered materials, and also from interactions 
between and within magnetic domains, shaping the material's magnetic characteristics and its 
bistable behavior.4 

Ordered materials can be categorized based on their magnetic exchange interactions. 
These interactions can either be ferromagnetic or antiferromagnetic in nature. The distinction 
arises due to the alignment of the magnetic moments within the material. The interaction 
mechanisms responsible for these alignments are diverse. They can be direct, dipolar, 
superexchange, double exchange, or RKKY (Ruderman-Kittel-Kasuya-Yosida) in conductive 
materials, among others. Each mechanism results in a specific manner of orientation of the 
magnetic moments. For instance, when the magnetic moments align in parallel to each other, 
the outcome is ferromagnetic alignment. A material demonstrating this type of alignment, upon 
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cooling down, can undergo a transformation, forming its magnetic domain structure and 
eventually transitioning into a ferromagnetic ordered state once it reaches a critical temperature, 
referred to as the Curie temperature. Antiferromagnetic ordering is distinguished by the 
antiparallel orientation of neighboring magnetic moments which under critical temperature 
(Neel temperature) corresponds to a vanishing total magnetization. There are instances where 
the crystal structure of a material is made up of two “sublattices”, each having magnetic 
moments of different magnitudes. This introduces a change in the scenario. A prime example 
of such a situation is the compound Fe3O4. Here, the value of S is 2 for Fe(II) and 5/2 for Fe(III), 
S stands for spin quantum number. Although there is a complex magnetic exchange situation 
involving a combination of super and double exchange mechanisms, the antiparallel orientation 
of the magnetic moments produced by the Fe(III) ions results in the material having a net 
magnetic moment produced by the Fe(II) ions. Once these materials achieve an ordered state, 
they are referred to as ferrimagnets.4  

Due to the topic of this habilitation, we must address the behavior of magnetically ordered 
materials when their particle size diminishes. One key phenomenon that becomes pronounced 
with decreasing particle size is superparamagnetism. As particles near the superparamagnetic 
limit—a distinct small size—their magnetic moments become highly sensitive to thermal 
fluctuations, thereby overcoming the anisotropy barrier. This results in these moments 
fluctuating between antiparallel directions, leading to an inability to retain permanent 
magnetization without an external magnetic field. This behavior contrasts with 
ferro/ferrimagnetic materials, which can maintain their magnetization on their own. There 
exists a blocking temperature (TB), a specific temperature threshold, below which 
superparamagnetic particles begin to behave more like their larger, magnetically stable 
counterparts. Under this temperature, the fluctuations of particles’ magnetic moments are 
slower than the shortest measurement time, causing them to appear "blocked".4 
 

In the context of this habilitation, it is pertinent to emphasize that magnetic ordering is not 
confined solely to standard inorganic materials. Indeed, molecular materials can also showcase 
this intriguing property. There are specific subclasses of coordination polymers that stand out 
in this regard. For instance, the Prussian blue analogues5 have been identified as materials that 
exhibit such magnetic ordering. Moreover, 2D polymers, in which metal ions are interconnected 
by radical pyrazine ligands,6 offer another example. Notably, these materials retain their 
ordered magnetic state even when exposed to ambient conditions, which showcase potential 
industry applicability.  

In this habilitation, two kinds of magnetic bistability are discussed. The first kind is 
somewhat reminiscent of the previously discussed topic and can be conceptualized as 
magnetically ordered materials that have been reduced to the size of a single molecule. 
However, this tempting analogy is misleading. To add complexity, such a molecule might 
consist of multiple metal centers that engage in either ferromagnetic or antiferromagnetic 
exchange interactions. Nonetheless, as will be discussed in Chapter 1.1, these materials are 
termed single-molecule magnets (SMMs) and unlike ferro/ferri/antiferromagnets, they do not 
show magnetic ordering. However, they still can display hallmarks of magnetic bistability, 
namely magnetic field hysteresis.7 
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The second type of bistable material under discussion in this thesis also exhibits magnetic 
hysteresis. In this instance, it is the thermal hysteresis of magnetic moment/susceptibility. In 
materials exhibiting Spin Crossover (SCO), a transition occurs between at least two phases, 
low-spin (LS) and high-spin (HS) phase. As implied by their names, these phases produce 
different magnetic moments due to their distinct ground spin states, with (SLS < SHS). When 
SCO occurs and there are significant changes in the crystal structures of these phases, hysteresis 
is observed. Specifically, when the differences in the crystal structures of LS and HS phases are 
pronounced due to changes in the metal-ligand bond lengths and also the influence of non-
covalent interactions, temperature-induced transitions between them result in distinct critical 
temperatures (T1/2↑ when heated, T1/2↓ upon cooling). Such thermal hysteresis is a hallmark of 
magnetic bistability. This phenomenon will be briefly discussed in chapter 1.2.8 
 
1.1 Single-molecule magnets 

Single-Molecule Magnets (SMMs) exhibit slow-relaxation of magnetization and behaviors 
characteristic of superparamagnets, displaying magnetic hysteresis below their blocking 
temperature, TB. An essential parameter defining SMMs is their spin-reversal barrier (Ueff), 
which manifests as the barrier between the ±MS states. This arises from the total ground spin 
state of molecule S and the axial anisotropy zero-field splitting (ZFS) parameter of magnetic 
anisotropy, referred to as D. D can manifest as either negative (axial magnetic anisotropy, easy 
axis) or positive (equatorial magnetic anisotropy, easy-plane). Molecules exhibiting a negative 
D value possess maximal |MS| states that adopt the lowest energy. Conversely, in compounds 
featuring a positive D value, the spin-reversal barrier is absent, typically leading to the absence 
of slow magnetization relaxation. The well-established relationship defines Ueff for integer S as 
Ueff = ǀDǀ × S2 and for non-integer S s as Ueff = ǀDǀ × (S2 − 1/4). While several deviations from 
this pattern have been documented, particularly within the realm of SMMs containing a single 
paramagnetic center so called 3d-based Single-Ion Magnets (SIMs),9 these exceptions often 
find explanations rooted in alternative relaxation mechanisms than Orbach relaxation process 
(overcomming the spin reversal barrier). Another option comprises a unique combinations of 
the ZFS parameters (E/D close to 1/3, E stands for rhombicity parameter), which eventually 
leads to axial anisotropy even in the scenarios with positive value of the D parameter. The spin 
Hamiltonian involving ZFS terms reads as follows: 

𝐻 = 𝐷 𝑆 − 𝑆 − 𝐸 𝑆 − 𝑆       (1)  

The Orbach relaxation process, depicted by the red arrows in Fig. 1, illustrates how the 
magnetic moment surmounts the spin-reversal barrier and progressively aligns with the system's 
MS levels.10 However, multiple other relaxation processes also merit consideration and are 
briefly expounded upon below. The direct relaxation process can occur between the non-
degenerate ± MS states. The Raman relaxation process, illustrated by the orange arrows in Fig. 
1, employs virtual states to surmount the spin-reversal barrier. Quantum Tunneling of 
Magnetization (QTM), represented by the green arrow in Fig. 1, arises when the magnetic 
moment traverses the energy barrier between two degenerate states via quantum tunneling 
phenomena.  
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Figure 1  Depiction of different relaxation processes. The red and blue arrows represent the 
Orbach process, green represents QTM, purple indicates thermally assisted QTM, and orange represents the 
Raman process. Adapted from ref.10 

When the Quantum Tunneling of Magnetization QTM process is predominant, the complex 
does not demonstrate slow relaxation of magnetization in the absence of an external magnetic 
field. However, upon the application of an external magnetic field, the QTM process is 
suppressed. As a result, these compounds then exhibit what is termed as "field-induced 
relaxation of magnetization". Within the group of 3d transition metal-based SIMs, it is 
noteworthy that complexes displaying slow relaxation of magnetization without any external 
magnetic field are relatively scarce. Such instances are exceptional and pertain to only a handful 
of documented cases and these are termed zero-field SIMs (ZF-SIMs). Of note is that ZF-SIMs 
are complexes possessing huge axial magnetic anisotropy and negligible rhombicity. 
Conversely, a significant number of field-induced SIMs have been reported in scientific 
literature to date. The relaxation mechanisms in SMMs are not the central focus of this 
habilitation, so they will not be discussed in depth. However, for those interested, an excellent 
introductory review on this topic, recently written by J. Zadrozny et al., is recommended.11 

Magnetic anisotropy plays a pivotal role in the functionality of SMMs. Beyond simply 
defining the spin reversal barrier, it provides the foundation to engineer SMMs with 
significantly elevated spin reversal barriers, as highlighted through a brief historical journey. In 
1993, R. Sessoli and colleagues12 made a breakthrough with the discovery of the renowned 
Mn12 acetate compound, the very first SMM. This particular compound was characterized by a 
large ground spin state and a relatively small axial anisotropy constant (D = 0.46 cm-1, S = 
10). The discovery of Mn12 acetate spurred a rapid influx of research into polynuclear SMMs 
in the subsequent decade. Initial enthusiasm in this direction, however, was met with unforeseen 
challenges. Contrary to the anticipated behavior deduced from the energy barrier equation, it 
was later established that S2 inversely affects D.13 Moreover, the magnetic moments of 
individual paramagnetic centers do not align parallelly.14 As a result, the cumulative anisotropy 
– a summation of all the components – remains limited. Upon this revelation, researchers 
discerned the pivotal role played by magnetic anisotropy. This insight revolutionized the 
approach towards SMMs design, steering it towards the synthesis of SMMs possessing a single 
paramagnetic center (SIMs) accompanied by pronounced magnetic and axial anisotropy. 
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In a groundbreaking study in 2003, N. Ishikawa et al.15 demonstrated for the first time that 
coordination compounds, even those with just a single paramagnetic center like Tb(III), could 
exhibit slow relaxation of magnetization. This discovery had a profound impact, paving the way 
for subsequent investigations into 3d-based SIMs.  

S. Karasawa et al.16 made significant progress with the unveiling of the first 3d-based SIM, 
a Co(II) complex. Intriguingly, while the cobalt atom takes center stage in this compound, it is 
not the lone contributor to the magnetic moment. This is evident as the Co(II) atom is 
coordinated by four carbene ligands, each endowed with two unpaired electrons. The advances 
in Co(II) compounds were followed by the discovery of the Fe(II) SIMs by D. E. Freedman et 
al. in 2010.17 After these key events, lots of research started focusing on SIMs, showing a big 
change in how we think about magnetism in molecular materials. 

 

 

Figure 2  Illustration of electron configuration of the ground state for Co(II) complexes with octahedral 
(left) and trigonal prismatic (right) geometry of coordination polyhedron. Ligand field terms are emphasized in 
bold. Red arrows represent electrons. 

When considering the design of high-performing SMMs, a primary question arises: How 
can one attain pronounced and axial magnetic anisotropy? The key rests in the careful design 
of the coordination sphere of the complex molecule. By ensuring the appropriate symmetry, 
one can foster significant magnetic anisotropy. 

In general, magnetic anisotropy can be induced via first-order or second-order effects. It is 
worth noting that immense axial anisotropies often result from first-order effects, stemming 
directly from the spin-orbit coupling's contribution to the ground state. A fitting illustration of 
this concept can be observed in Co(II) complexes. In instances where the coordination geometry 
assumes a regular octahedral form, the ground state is represented by the 4T1g crystal field term 
(Fig.2). Under these conditions, the angular momentum predominantly contributes to ZFS. This 
arises since the spin-orbit coupling operator transforms under t1g, allowing a direct mixing with 
the ground state. Consequently, this induces substantial magnetic anisotropy but of the easy-
plane type.18 In such scenario, the conventional spin Hamiltonian description becomes less 
applicable, and low-lying excited states emerge.19 However, for the creation of highly 
anisotropic magnetic molecules, alterations in the standard octahedral geometry are essential. 
These changes can manifest through elongation/compression of the metal-ligand bonds or even 
through trigonal distortion. Both forms of distortion can yield double orbitally degenerate 
ground states (4Eg for a compressed octahedron with D4h symmetry and 4E″ for a trigonal prism 
with D3h symmetry). Once again, these states are characterized by a significant influence of the 
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spin-orbit coupling on the ground state. However, it is crucial to recognize that, unlike the 4T1g 
state, the anisotropy associated with E-states exhibits an axial nature.20 This is very important 
for preparation of ZF-SIMs which typically exhibit large axial anisotropy and negligible 
rhombicity.  

In addition to the aforementioned instances, E-states can also be identified in Co(II) 
complexes that adopt various low-coordinate geometries. Examples include the square 
pyramidal configuration, characterized by C4v symmetry (4E), and the linear geometry (4). In 
the case of the latter, the influence of spin-orbit coupling is so predominant that it can lead to 
the observation of non-Aufbau ground states.21 While the Co(II) compounds serve as notable 
examples of SIMs with E ground states, there are other instances within 3d metal-based ZF-
SIMs worth highlighting. Specifically, instances such as linear two-coordinate Fe(I)22,23 and 
pentacoordinate Fe(III) SIMs24 have been documented. Additionally, it is important to 
emphasize that ZF-SIMs have been identified in tetracoordinate Co(II) complexes, which 
intriguingly, do not always exhibit E ground states.25,26, 27 

Eliseo Ruiz et al.28 proposed a qualitative model to generalize changes in magnetic anisotropy 
based on proximity to the E-term. This model emphasizes several key considerations: 

(i) The sign of D hinges on the comparative magnitudes of Dzz and (Dxx + Dyy)/2. Specifically, 
when |Dzz| surpasses |(Dxx + Dyy)/2|, D is negative. Conversely, if the latter is greater, D is 
positive. 

The magnitude of the Dii components is largely influenced by two factors:  

(ii) ml of the orbitals involved in the integrals with the angular momentum operator. 

(iii) The energy gap between these orbitals can be approximated at the extended-Hückel level, 
accounting solely for excitations of the same multiplicity. Notably, significant contributions to 
the integrals with the z-component of the angular momentum operator, lz, arise when the two 
orbitals involved in the initial excitations have identical |ml| values, such as dxy and 𝑑  
(where ml = ± 2) or dxz with dyz (where ml = ± 1). For the Dxx and Dyy terms, the larger integral 
values correspond to orbitals with ml changes of ±1. For the integrals associated with the z-
component of the angular momentum operator, lz, significant contributions emerge when the 
orbitals involved in the initial excitations share the same absolute ml value. Specifically, this 
occurs with the orbitals dxy and 𝑑  (where ml=±2) or with dxz and dyz (where ml=±1). 

1.2 Semi-coordination and single-ion magnets 

A semicoordination bond (SB), 29 often viewed as the non-covalent counterpart of the 
coordination bond, remains relatively elusive in the literature. However, its presence is distinct, 
especially in metal centers with labile coordination numbers, such as Cu(II). This captivating 
bonding phenomenon, has not been explored as deeply as other non-covalent interactions 
involving metal atoms, like regium and spodium bonding. This existing knowledge gap 
motivated our initial exploration of semi-coordination in conjunction with SIMs. It 
subsequently led us to introduce and harness this phenomenon in designing novel classes of 
Co(II) SIMs. 
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The term 'semicoordination' was coined by Brown et al. in 1967.30 In their research, they 
delved into the structure of the copper(II) complex [Cu(en)2](BF4)2 (en = ethane-1,2-diamine). 
Through their analysis, the authors identified weak Cu∙∙∙F interactions, classifying these unique 
interactions as semi-coordination. They described it as a bond that is intermediate, situating 
somewhere between typical coordination and very weak coordination. This type of bond was 
interpreted as an edge case of axial elongation in the Cu coordination octahedron, an effect 
attributed to the Jahn-Teller distortion. An intriguing observation was made by the authors: 
despite the significant Cu∙∙∙F separation the contact had a noticeable impact on the IR spectra 
of the complexes. This spectral shift suggested a minor distortion of BF4

−, confirming the 
existence of a subtle yet discernible Cu∙∙∙F interaction. 

Currently, semi-coordination is understood as a type of non-covalent contact. It occurs 
between an electrophilic region associated with the metal atom and nucleophilic region of the 
non-metal part of the same or another molecule. To identify semi-coordination, one can look at 
the distance between the metal (M) and the non-metal (X) atoms. This distance should be 
shorter than the total sum of their van der Waals radii. Yet, it should still be longer than the 
regular bond length when both M and X have their usual formal oxidation states. Interactions 
between transition metal atoms and electron-donor non-metal centers are typically 
characterized as coordination bonds. Their strengths can vary widely, ranging from a mere few 
to several dozen kcal mol⁻¹. Though the term "semi-coordination bonding" lacks a formal 
definition, it is generally understood to cover noncovalent interactions dominated by 
electrostatic forces, with minor influences from charge polarization and charge transfer (CT). 
Differentiating between conventional and weak coordination bonds is often based on structural 
criteria. Specifically, the distance between the metal (M) and electron-donor atom (X) in semi-
coordination should be longer than the sum of relevant covalent radii but shorter than the 
combined van der Waals radii.29 

The Quantum Theory of Atoms in Molecules (QTAIM)31 offers a real-space method to 
probe bonding diatomic interactions with significant exchange energy contributions, enabling 
the construction of atomic connectivity graphs. Characteristics of these bonding descriptors, 
like interatomic surfaces and (3,-1) critical points (CPs) of electron density ρ(r), act as reference 
points for assessing diatomic interactions concerning charge distribution and energy 
contributions. For example, topographical analysis of ρ(r) in metal complexes often signifies 
M···X bonding interactions, evident from a (3, -1) CP and a bond path connecting M and X 
nuclei. According to QTAIM, most noncovalent interactions, like semi-coordination bonds, 
lean towards being closed-shell types. This indicates a notable electronic charge depletion 
between atoms, primarily supported by the kinetic energy of electrons, i.e. at specific CPs, 
∇ ρ(r) > 0, full energy density of electrons he(r) > 0. In contrast, traditional coordination bonds 
typically align with an intermediate interaction type (at the CP, ∇ ρ(r) > 0, he(r) < 0). It is worth 
noting that, due to potential inaccuracies in computing he(r) values, this criterion remains as 
formal as the geometric one, mainly highlighting the presence of covalent contributions.32 

Another useful criterion is a ratio of electron potential (Ve) and kinetic (Ge) energy 
densities, calculated at CP. Interpreting Ve and Ge as the pressures exerted on and by the 
electrons at CP, a ratio Ve/Ge > 1 indicates that the interaction is stabilized by a localized charge 
concentration. Upon the formation of a bond molecular orbital (BMO), the redistribution of ρ(r) 
within the internuclear region allows for an increase in both the quantity of electrons and their 
localized concentration. Conversely, a pure closed-shell interaction upon strengthening results 
in a depletion of the increased charge. In summary, three Ve/Ge regions can be identified32: 
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(I) pure closed-shell interactions, characterized by Ve/Ge < 1 and he(r) > 0,  
(II) closed shell interactions with some degree of covalency, where Ve/Ge = 1-2 and 

he(r) < 0. Of note is that within this region, there is a pronounced increase in 
charge associated with BMO, 

(III) shared shell interactions, Ve/Ge > 2, he(r) << 0.  

The interaction energy of non-covalent interactions can be estimated from the virial by 
calculating Eint = Ve/2. 

Two significant examples stand out when considering the interaction between semi-
coordination and magnetism. Firstly, Nelyubina et al.33 suggested that even relatively long and 
weak interatomic contacts in Na2Cu(CO3)2, (d(Cu···O) = 3.6 Å), can form magnetic super-
exchange pathways, in the current case antiferromagnetic exchange was observed (Fig.3). This 
confirms the possibility of weak interactions even at such distances. Another instance34 
highlights the mediation of a weak antiferromagnetic exchange interaction by a Cu···S semi-
coordination bond in the copper(II) 1,3-dithiole-2-thione-4,5-dithiolate complex, where 
d(Cu···S) = 3.144 (1) Å (Fig.3). 

 

Figure 3  Experimental deformation electron density in selected fragment of Na2Cu(CO3)2 (left). The 
fragment of the crystal structure of copper(II) 1,3-dithiole-2-thione-4,5-dithiolate complex highlighting Cu···S 
interaction (black dashed line, middle) and magnetic properties measured for this complex (right). 

We first delved35 into the study of semi-coordination bonds in SMM compounds, 
publishing our results in 2016. Complex [Co(dpt)(NCS)2)], with dpt being bis(3-
aminopropyl)amine. This compound, previously prepared and described by J. Boeckmann et 
al.,36 has a molecular structure that features the dpt ligand coordinating tridentately to the Co(II) 
atom, with two NCS ligands coordinating in a monodentate manner. The primary amine groups 
in the compound form two shorter Co–N bonds, measured at 2.076(1) and 2.082(1) Å, 
respectively. In contrast, the secondary amine group gives rise to a longer Co–N bond of 
2.197(2) Å. The isothiocyanato ligands connect to the Co(II) atom at two distinct Co–N 
distances: 2.004(1) and 2.120(2) Å. Evaluating the structure using the Addison parameter,37 the 
chromophore geometry is positioned almost midway between the ideal SPY (τ = 0) and TBY(τ 
= 1) geometries, with τ = 0.46. The crystal structure consists of [Co(dpt)(NCS)2]2 
supramolecular dimers connected by weak N–H⋯S hydrogen bonds, measured at d(N⋯S) = 
3.590(1) Å, between the secondary amine groups and thiocyanato ligands. Within the dimer, 
there appears to be a potential Co⋯N interaction at d(Co⋯N) = 3.541(1) Å with thiocyanido 
ligand of the adjacent molecule of the dimer (Fig. 4A). Given the NCS ligand's primary role 
as a sigma donor, a direct Co⋯N interaction from this already coordinated atom is questionable. 
Another notable feature in [Co(dpt)(NCS)2] is the short distance, 3.550 Å, between the Co(II) 
atom and the centroid of the N–C bond on the NCS ligand. Hirschfield surface analysis using 
CrystalExplorer38 shows electron density between the carbon and nitrogen atoms interacting 
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with the Co(II) atom (Fig. 4B), suggesting a Co⋯π interaction where the NCS ligands donate 
π electrons.  

Magnetic data were assessed based on temperature and field variations of the magnetic 
moment. Fig. 4C displays the temperature dependence of the effective magnetic moment (μeff) 
and the field-related magnetization (Mmol) of [Co(dpt)(NCS)2)]. At 300 K, the μeff value is 4.56 
μB, surpassing the spin-only value for S = 3/2 and g = 2.0 (3.87 μB). This suggests notable spin–
orbit coupling, indicating g > 2.0. The μeff remains mostly steady until 100 K, after which it 
gradually decreases, indicating prominent magnetic anisotropy due to ZFS. Around 10 K, a 
shift in μeff is noted, with values rising from about 3.88 to 3.96 μB) (Fig. 4C). This behavior is 
characteristic of weak ferromagnetic interactions in the crystal structure. The magnetic data was 
fitted utilizing a spin Hamiltonian that incorporated isotropic magnetic exchange (−𝐽𝑆 𝑆 ) and 
ZFS terms. This resulted in the following set of the parameters with positive value of isotropic 
exchange constant J:  J = +0.27 cm-1, g = 2.34, D = +36.2 cm-1, E/D = 0.33.  

 
Figure 4  A Perspective view of a centrosymmetric supramolecular dimer, {Co(dpt)(NCS)2}2 (A), with 
highlighted shortest Co⋯C and Co⋯N distances (indicated by black dashed lines). Hirschfeld surface of the 
[Co(dpt)(NCS)2] molecule mapped with dnorm. Red areas represent non-covalent interactions where the distance 
between specific atoms is shorter than the sum of their van der Waals radii, (B). Static magnetic data measured 
for [Co(dpt)(NCS)2], (C). Spin density contour plot in the {Co–C–Co–C} plane of supramolecular dimer, 
{Co(dpt)(NCS)2}2, where C belongs to the thiocyanate ligand calculated by B3LYP/ZORA/-def2-TZVP(-f), (D). 
Dynamic magnetic data measured for [Co(dpt)(NCS)2] and its Zn diluted derivative (E, Co on left, Zn diluted right 
column). Static magnetic data measured for Zn diluted derivative (F). 
 

Theoretical ab initio calculations further confirmed these values. Using Broken-
Symmetry Density Functional Theory (BS-DFT) allowed us to investigate magnetic coupling 
within the supramolecular dimer and we revealed at B3LYP/ZORA/-def2-TZVP level of 
theory39 that magnetic coupling is indeed of ferromagnetic nature and the value of the J is in 
excellent agreement with the experiment (J = +0.22 cm-1). Furthermore, these calculations 
helped us to explore the exchange pathway mediating magnetic exchange interaction. Three 
magnetic orbitals facilitate this exchange between the cobalt atoms. The most overlapping 
orbitals are orthogonal, contributing to the ferromagnetic exchange. These orbitals align with 
the direction of the Co⋯π interaction. This is further evident in Fig. 4D, which displays the 
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spin density in the Co–NCS⋯Co–NCS section. The calculation results strongly support the 
presence of the superexchange pathway through the Co⋯π interactions. Measurements of AC 
susceptibility (Fig. 4E) revealed that this compound acts as field induced SIM. The slow-
relaxation of magnetization noticeably differs between the bulk compound and the Zn-diluted 
sample (Co:Zn = 1:9). Distinct static magnetic properties of the Zn-diluted sample were further 
confirmed through measurements, which showed that, upon dilution, the ferromagnetic 
exchange interaction is no longer evident (Fig. 4F). This is consistent with the low likelihood 
of both central atoms in the supramolecular dimer being occupied by the Co(II) atom. All these 
findings underscore the influence of the Co⋯π interaction on both static and dynamic magnetic 
properties within this complex.  

This paper was foundational for our subsequent research on Co(II) SIMs. We realized 
that semi-coordination offers a unique avenue to explore the magnetic anisotropy of complexes 
with atypical coordination geometries, especially those that sit on the boundary between formal 
coordination numbers (e.g., between 4 and 5 or 4 and 6). Additionally, semi-coordination, being 
an attractive non-covalent interaction, might aid in stabilizing coordination geometries that lead 
to E-ground states. As discussed previously, while these are intriguing for creating systems with 
significant axial magnetic anisotropy, they are scarcely reported, because the Jahn-Teller effect 
tends to significantly alter or disrupt their coordination geometry. 

Another crucial realization was that, when properly designed, semi-coordination could 
stabilize low-coordinate species, which often display large axial anisotropies. The semi-
coordination may help stabilize low coordinate molecules by protecting the formally 
unoccupied sites of the metal atom without destroying their unique magnetic properties. This 
strategy could pave the way toward our ultimate objective: depositing SIMs on functional 
surfaces as chemically stable mono- or sub-monolayer thick films.  

 

1.3 Spin crossover 

Coompounds exhibiting specific kind of spin transitions, so called SCO materials, belong 
to a special class of magnetic materials. Transition metal complexes of the fourth period, with 
an electron configuration of 3d4-3d7, can in certain cases form two distinct spin isomers: high-
spin (HS) and low-spin (LS).40 By "crossover", we mean the thermodynamic transition between 
these two isomers, hence the possibility of the coexistence of both states in certain situations. 
The condition for the mole fraction of the low-spin and high-spin fraction must always be met: 
xLS + xHS = 1. The equilibrium could be disrupted by temperature, pressure, and electromagnetic 
radiation. This transformation is an entropy-driven process where ΔH > 0 and ΔS > 0. The 
critical temperature at which xHS = 0.5 (ΔG = 0) is expressed by the relationship: 

T1/2 = ΔH/ΔS         (2) 
 

The Ligand Field Theory (LFT) provides an appropriate foundation for interpreting the 
magnetic properties of SCO complexes. A primary condition is the electron configuration of 
3d4-3d7 and typically also (pseudo)octahedral coordination geometry. For central metal atoms 
of the first transition series, the strength of ligands is essential in the context of the 
spectrochemical series of ligands. In the case of octahedral symmetry of the coordination 
polyhedron, the valence 3d orbitals split into two sets: t2g and eg. These are separated by an 
energy equivalent to the ligand field strength, Δ. If the strength of the ligand field they create is 
greater than the inter-electron repulsion P, then the t2g and eg behave according to the Aufbau 
principle as two distinct orbitals, and the configuration of the central atom is LS. When Δ < P, 
in line with Hund's rule of maximum multiplicity, the number of unpaired electrons is 
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"maximized", and the configuration of the central atom is HS. If the strength of the ligand field 
satisfies the condition 

 
∣Δ−P∣≈ kT          (3) 

 
then these two states can coexist in thermal equilibrium, and SCO can occur.41 

The spin transition is most commonly characterized by the dependence of the molar 
fraction of the high-spin fraction on temperature: xHS=f(T). This dependence is called the 
conversion curve, and the fraction xHS is defined by the relationship. 

xHS =           (4) 

With the change in spin state, structural parameters of molecules also change, such as 
bond lengths, intramolecular volume, distortion of the coordination polyhedron, and lattice 
parameters. The transition of two electrons from the non-bonding t2g orbital to the anti-bonding 
eg results in a decrease in bond order, thus weakening the bonds and extending the bond 
distances of the coordination polyhedron. This implies a change in characteristics dependent on 
these parameters: vibrational and electron spectra change, and since the strength of the ligand 
field also changes, there is a change in electron configuration. This often results in a change in 
the color of the compound - thermochromism is observed (Fig.5). SCO has been observed 
mainly in the solid phase of coordination compounds of Fe(II), Fe(III), Cr(II), and Co(II), and 
in some complex compounds even in solution.  

     

Figure 5  Differences of metal-ligand bond distances among spin isomers of Fe(II), Fe(III), and 
Co(II) SCO complexes (left).42 An example of thermochromism is observed in the Fe(III) Schiff base complex, 
which is accompanied by solid-state, temperature-dependent UV-VIS measurements.43 

An essential characteristic for solid substances exhibiting SCO is cooperativity.44 It 
determines the "steepness" of the conversion curve and also the presence of hysteresis. By 
cooperativity, we mean the ability of molecules to "sense" each other in the crystal lattice of a 
solid, essentially forming a certain kind of domains where there is a simultaneous change in the 
spin state. The larger the average volume of such domains, the steeper the transition. This is 
conditioned by the presence of intermolecular interactions such as hydrogen bonds (between 
complex molecules or through a solvent) or close interaction of benzene cores of the nearest 
neighbors, known as "π-π stacking." Simplified, it can be said that the more interactions there 
are, the more delayed the change in spin state will be; however, the steeper the conversion curve 
will be. SCO hysteresis refers to the phenomenon where the transition from a LS state to a HS 
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state (and vice versa) does not follow the same path upon heating as it does upon cooling. 
Essentially, the temperature at which a compound transitions from one spin state to another 
during heating can differ from the temperature at which it transitions during cooling.  

The presence of hysteresis in SCO systems45 is closely related to cooperativity. As a 
molecule undergoes a spin transition, it can induce its neighboring molecules to experience the 
same transition due to significant intermolecular interactions. This chain reaction results in the 
creation of domains or regions with molecules sharing the same spin state. As the system 
undergoes heating or cooling, these domains expand or contract, albeit not necessarily at 
identical rates or starting points. The system's history (whether previously heated or cooled) 
can affect the size and distribution of these domains, producing the observed hysteresis effect. 

Another crucial factor in the manifestation of SCO hysteresis is the structural changes 
that accompany the spin transitions. When molecules transition between low-spin and high-
spin states, they often undergo concomitant structural adjustments. These changes can alter 
bond lengths, molecular shapes and volumes, and even the overall crystal structure. Such 
structural transformations can introduce additional energy barriers or stabilize specific 
configurations, making it more challenging for the system to revert to its original state. These 
structural changes, combined with the energy barriers between the HS and LS  states, can further 
enhance the hysteresis phenomenon. 

In our studies prior to 2018, our primary focus was on the magnetic behavior of 
mononuclear or dinuclear Fe(III) Schiff base complexes. Schiff base ligands are an excellent 
choice for systematic research in this area. Their structures are straightforward and cost-
effective to modify. This ease of modification allows for systematic tuning of the magnetic 
properties of the complexes. By making subtle changes to the Schiff base ligands, we can fine-
tune and understand the resulting magnetic behavior in greater detail.  

I would like to emphasize two of our studies published earlier that are of notable 
significance. In 2012, we reported on a series of iron(III) SCO compounds formed with 
hexadentate Schiff-base ligands.46 Interestingly, these ligands, commonly used in preparing 
Fe(II) and Fe(III) SCO complexes, arise from reactions between variously substituted aromatic 
2-hydroxy-aldehydes and triethylenetetramine. While these ligands are often abbreviated as 
H2saltrien and Hsal2trien in literature, we will refer to them using the abbreviation H2R-L6 here, 
with 'R' indicating the aromatic ring substitution. Our research ambition was to expand the 
number of intermolecular interactions and therefore, we made modifications to the Schiff base 
ligand by incorporating peripheral hydroxy groups at the fourth position. This led to the creation 
of a series of isostructural compounds represented by the formula [Fe(4OH-L6)]X, where 'X' 
stands for the Cl, Br, or I anions.  

The compounds in the studied series are isomorphous, crystallizing in the P2/c space 
group. They possess one-dimensional zig-zag chains of the [Fe(4OH-L6)]+ cations. These 
chains are stabilized by N–H···O hydrogen bonds between the amino nitrogen atoms and 
peripheral hydroxy oxygen atoms, as well as by offset π–π stacking interactions between the 
phenyl rings of neighboring cations. Furthermore, the zig-zag chains are interconnected via O–
H···X hydrogen bonds with halide anions. Static magnetic data (Fig. 6) revealed weak 
antiferromagnetic interactions at lower temperatures, with the strength of the interaction 
increasing for smaller halide anion volumes. At higher temperatures (> 300K), the onset of SCO 
is observed, where a smaller anion volume results in a higher critical SCO temperature. An 
analysis of structural and magnetic data indicates that both the centroid–centroid distances in 
the ring–ring stacking interactions and the O–H···X hydrogen bond distances play a crucial role 
in mediating the exchange interaction. Remarkably, when compounds under study were 
dissolved, dark brown solutions formed at room temperature. Cooling these with liquid nitrogen 
changed their color to bright blue, as shown in Fig. 6. This reversible process indicates a spin 
crossover phenomenon with thermochromism between 77–300 K in solution which was studied 
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by EPR (Fig. 6). In summary, this series demonstrates that compounds with [Fe(4OH-L6)]+ 
cations can exhibit SCO. Their magnetic properties are notably influenced by non-covalent 
interactions and the selected counter anion. While this behavior is observed in other SCO 
complexes, the peripheral hydroxy group in this case facilitates the intentional design of diverse 
supramolecular architectures which can result in exciting magnetic behavior. 

 

 
Figure 6  Static magnetic properties of [Fe(4OH-L6)]X compounds (X = Cl, Br, I, left). The powder 
and solution X-band EPR spectra of iodide compounds at different temperatures (above right). The 
thermochromism for the methanolic solution of iodide compound (below right, room temperature, below left, 
cooled down closely to the freezing point of the solution). 

 
Another notable previous work focused on a series of solvatomorphs of the 

[Fe(napet)(NCS/Se)] complex, where H2napet represents N,N’-bis(2-hydroxy-naphthylidene)-
1,6-diamino-4-azahexane.1 Eight such complexes were synthesized. Their crystal structures 
showed they are isostructural, comprising [Fe(napet)(NCS/Se)] and Solv molecules (Solv = 
tetrahydrofuran (THF), methanol (MeOH) and 0.5 pyrazine (PYZ). butanone (MEK), N,N′-
dimethylformamide (DMF), dimethyl sulfoxide (DMSO), 0.5MeOH and 0.5 MEK acetone). 
These assemble into a three-dimensional framework through C–H⋯O and C–H⋯π interactions. 
Central to this framework is a centrosymmetric dimer, formed by two adjacent 
[Fe(napet)(NCS/Se)] molecules. These are linked by a C–H⋯O contact between the C-H group 
of the naphthalene ring and the phenolic oxygen atom. An additional stabilization inside the 
dimer arises from an offset stacking of the naphthalene rings. Solv molecules are placed into 
cavities located between these dimeric structures and each cavity is occupied by two same guest 
molecules in most of the cases, as depicted in Fig. 7 (top left). The static magnetic properties 
of the entire series categorize the compounds into two subgroups: purely HS complexes and 
SCO complexes. Remarkably, if one inspects the relationship between the length of the N–
H⋯O contact and occurrence of SCO, or even more, its correlation with T1/2, a possible 
association can be found (Fig. 7, top right). It is apparent that SCO occurs only in the compound 
with the donor⋯acceptor (D⋯A) distance shorter than ca. 3.0 Å and moreover, the compounds 
with the shortest D⋯A distance have the highest T1/2. Furthermore, two complexes from the 
series exhibited SCO accompanied with thermal hysteresis. 
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To assess the N–H⋯O contact's influence on SCO behavior and specifically on the 
critical temperature T1/2, we examined the bond properties between [Fe(napet)(NCS/Se)] and 
solvent molecules in {[Fe(napet)(NCS/Se)]⋯Solv} units, using coordinates as obtained from 
experimental X-ray structures. We employed the non-covalent interaction (NCI) index using 
NCIPLOT47 to visualize both attractive (like hydrogen bonding) and repulsive (steric) 
interactions. 

 

 
Figure 7  Top left: Perspective view illustrating supramolecular dimers in the crystal structures of the 
[Fe(napet)(NCS/Se)]∙Solv complexes, with the guest molecules highlighted using a space-fill model. Top middle: 
temperature dependence of eff/B, showing the SCO behavior of [Fe(napet)(NCS/Se)]∙Solv complexes. Top right: 
Plot depicting possible T1/2 dependence on the hydrogen bond length between the amine group and the acceptor 
atom from the guest solvent molecule. The T1/2 values for purely HS compounds are set to zero and highlighted 
with a red rectangle. Bottom left: NCI analysis of SCO compounds zoomed to focus on the N–H⋯O contact region. 
Bottom right: Plot showcasing the spin transition temperature T1/2 of SCO compounds as a function of the strength 
of N–H⋯O contacts. Quantification is done either through sign(λ2)ρ via NCI analysis (represented by red squares) 
or by the potential energy density V(r) calculated at particular CPs (EHB = V(r)/2, represented by blue circles). 
 

A notable change in the reduced gradient of density (s) emerges from weak molecular 
interactions, resulting in critical density points between interacting moieties. These points are 
displayed in 2D plots as s vs. ρ plots. The sign of the eigenvalue λ2 of the electron density 
Hessian matrix determines the nature of these interactions—negative for bonding interactions 
(e.g., hydrogen bonds) and positive for non-bonded ones (e.g., steric repulsions). Essentially, 
troughs in the density gradient s identify non-covalent contacts, with the value and sign of (λ2)ρ 
indicating their strength and type. In SCO compounds, the most pronounced N–H⋯O 
interactions lie in the range of −0.027 < sign(λ2)ρ < −0.024, and these values align with T1/2 as 
shown in Fig. 7 (bottom left). The significance of the N–H⋯O contacts becomes evident when 
comparing the sign(λ2)ρ values of SCO compounds with those of HS compounds. The absence 
of troughs in the range of −0.027 < sign(λ2)ρ < −0.024, indicates a lack of strong N–H⋯O 
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contacts in the HS compounds. The strongest such interaction in HS compounds has a sign(λ2)ρ 
value of −0.020, but its strength does not trigger SCO behavior. 

To deepen our understanding of the role of the N–H⋯O contact in SCO behavior across 
the presented series of complexes, we adopted a topological analysis. This analysis utilized the 
total molecular electronic density, ρ(r), and its Laplacian ∇ ρ(r), based on QT-AIM 
calculations. We identified (3,−1) CPs in the N–H⋯O contacts. At these points, we calculated 
the potential energy density, V(r). As previously discussed, the energy of hydrogen bonds (EHB) 
can be approximated from the virial theorem. The findings illustrated in Fig. 7 (bottom right) 
confirm that the energy of the N–H⋯O hydrogen bonds within the series of SCO compounds 
correlates with T1/2. Essentially, a stronger N–H⋯O hydrogen bond in the HS X-ray structure 
corresponds to a higher observed T1/2. In conclusion, both theoretical methods, based on ab 
initio calculations, identify the strength (energy) of the N–H⋯O hydrogen bond as the primary 
determinant for observing SCO in the isostructural series of the [Fe(napet)(NCS/Se)]·Solv 
complexes. 
  



18 
 

CHAPTER 4: SINGLE-ION MAGNETS 

4.1 Co(II)-based Single-Ion Magnets with 1,1′-ferrocenediyl-
bis(diphenylphosphine) metalloligands 

In this study, we explored the potential of the compound [CoCl2(dppf)] as a SIM 
candidate, where dppf stands for 1,1′-ferrocenediyl-bis(diphenylphosphine). The complex is 
synthesized through the reaction of dppf with CoCl2. Both the ligand dppf and the resulting 
compound [CoCl2(dppf)] are well-documented and extensively studied in various areas, 
excluding their magnetic properties. They are also available as commercial coordination 
compounds. The crystal structure of [CoCl2(dppf)] was reported in 1999,48 revealing a 
tetracoordinate {CoP2Cl2} arrangement of coordination polyhedron. 

A significant aspect of [CoCl2(dppf)] is its crystal structure, which is stabilized solely 
by very weak C–H⋯π and C–H⋯Cl non-covalent interactions. More effective interactions 
often lead to a reduction in Ueff, introducing other relaxation channels.49 Owing to the bulkiness 
of the dppf metalloligand, these interactions are organized in a way that precludes the efficient 
transmission of even the weakest exchange interactions. The minimal Co⋯Co separations 
exceed 9.6 Å, ensuring that dipolar interactions between the Co(II) atoms are minimal. 
Therefore, good SIM behaviour could be expected. We synthesized also its bromido 
[CoBr2(dppf)], and iodido [CoI2(dppf)] counterparts and we determined crystal structures for 
all these complexes. Our research then shifted focus to their static and dynamic magnetic 
properties. We utilized also High-Frequency and -Field Electron Spin Resonance (HF-ESR) 
measurements to accurately determine the magnetic anisotropy parameters. We further 
supported our experimental data with ab initio calculations using the CASSCF/NEVPT250,51 
method using Orca 4.2.1 computational package.52 Additionally, we explored the effectiveness 
of depositing thick films of Cl and Br derivatives on surfaces, employing both thermal 
sublimation and wet-chemistry-based approaches. 

X-ray diffraction analysis has shown that all three complexes possess dinuclear 
[CoX2(dppf)] molecules within their crystal structures. In these complexes, the Fe(II) centers 
are bonded to two cyclopentadienyl rings (Cp) in an almost eclipsed geometry. The dppf 
metalloligand coordinates with the Co(II) center via two diphenylphosphine groups. Together, 
with the coordination of two additional halido ligands, this results in the formation of a P2X2 
coordination sphere (Fig.8A). The geometry surrounding the Co(II) centers is best described as 
distorted tetrahedral, with continuous shape measure indexes53 for Td being 0.356 in (Cl), 0.399 
(Br), and 0.637 in (I). Angles such as P–Co–P, P–Co–X, and X–Co–X deviate significantly 
from those of an ideal tetrahedron. The bond lengths between Co and P in [CoX2(dppf)] range 
from 2.35 to 2.37 Å. Meanwhile, the Co–X bond lengths exhibit considerable variation across 
the series: 2.2229(10) and 2.2353(9) in (Cl), 2.3874(6) and 2.3640(6) in (Br), and 2.5596(6) 
and 2.5581(6) in (I). The non-covalent interactions in [CoX2(dppf)] are predominantly weak, 
represented solely by the C–H⋯X and C–H⋯π contacts.  

Magnetic data, contingent on temperature and field, were compiled and evaluated for 
both the chlorido and bromide compounds. Unfortunately, we did not succeed in procuring a 
pure phase of the iodide compound. This conclusion is supported by results from elemental 
analysis, X-ray powder diffraction, and magnetic data. The observed reddish-brown outer and 
green inner colors of the crystals suggest possible partial decomposition of the iodide 
compound. The temperature-dependent effective magnetic moment (μeff/μB) exhibits 
similarities between the (Cl) and (Br) compounds, with values (4.4–4.5) surpassing the spin-
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only value for Co(II) with an e4 t2
3 configuration in the tetrahedral symmetry of the coordination 

polyhedron (g = 2.0, S = 3/2, μeff/μB = 3.87). The magnetic data were fitted using a spin 
Hamiltonian involving both axial and rhombic ZFS terms. From a simultaneous analysis of both 
temperature and field-dependent magnetization data, the following set of parameters were 
obtained: for (Cl), g = 2.20, D = −11.0 cm−1, E/D = 0.00, χTIP = 10.1 × 10−9 m3 mol−1 and for 
(Br), g = 2.24, D = −8.7 cm−1, E/D = 0.24, χTIP = 6.1 × 10−9 m3 mol−1 (Fig.8B). HF-EPR 
measurements (Fig.8D) unveiled analogous parameters. For (Cl), the most accurate fit was 
determined with D = −12.0 cm−1, E/D = 0.106, and the g-values being gx = 2.20, gy = 2.20, and 
gz = 2.28. Meanwhile, for (Br), the optimal fit was observed with D = −11.2 cm−1, E/D = 0.090, 
and g-values of gx = 2.22, gy = 2.22, and gz = 2.31. These parameters align well with theoretical 
calculations: D = −13.2 cm−1, E/D = 0.130 for (Cl), D = −10.1 cm−1, E/D = 0.106 for (Br). All 
these results confirm axial magnetic anisotropy in both compounds.  

 

 

Figure 8  (A): Perspective view illustrating crystal structures of the [CoX2(dppf)]∙complexes (X = Cl, Br, 
I). (B): Static magnetic data displayed as the temperature dependence of the effective magnetic moment, and the 
isothermal molar magnetisation measured at T = 2, 5, and 10 K is in the inset. The empty symbols represent the 
experimental data; red full lines represent the fitted data. (C): AC susceptibility data for the [CoCl2(dppf)]: in-
phase χ’ and out-of-phase χ’’ molar susceptibilities at the applied external magnetic field BDC = 0.1 T, the Argand 
(Cole–Cole) plot with full lines fitted and the fit of resulting relaxation times τ with Arrhenius law (red line). (D): 
HF-EPR spectra for [CoCl2(dppf)] of a pressed powder pellet recorded at 5 K and four frequencies as indicated. 
The black solid line represents experimental data and the red solid line is the simulation. (F): UV-VIS spectra of 
[CoBr2(dppf)] as a bulk powder (above), drop-cast layer on glass (middle) and sublimated layer on acetate 
substrate (below). 

 

The measurements of AC susceptibility confirmed that both (Cl) and (Br) compounds 
behave as field-induced SIMs (Fig.8C). We explored the deposition of (Br) on surfaces using 
two distinct methods: drop-casting in an inert nitrogen atmosphere (referred to as 'drop') and 
thermal sublimation in a high-vacuum environment (referred to as 'subl'). Fig.8E compares the 
UV-VIS spectra of (Br) in its bulk powder form, its drop-cast deposit on glass, and a 30 nm 
thick film produced by sublimation onto an acetate substrate. All three solid samples display 
two primary absorptions in the visible spectrum range: a peak near 480 nm linked to the e2–e1 
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transition in the ferrocenyl unit (approximately in D5h symmetry) and a set of peaks between 
roughly 600–800 nm attributable to the d–d transition bands of the tetracoordinate 3d7 central 
ion. Although the same absorption bands are present in all three samples, distinct spectral 
profiles are noticeable. For instance, the 'subl' spectra exhibit broader bands and a more 
pronounced e2–e1 transition compared to the 'bulk' and 'drop' samples. We conclude that these 
variations might stem from the partial decomposition of (Br) into the metalloligand dppf during 
the sublimation process, leading to a higher concentration of dppf in the deposit. 

In this study, we presented the synthesis, crystal structures, and both static and dynamic 
magnetic properties of Co(II) SIMs with halogenido and 1,1′-ferrocenediyl-
bis(diphenylphosphine) metalloligands. Through combining static magnetic properties, HF-
EPR, and theoretical calculations, we confirmed the axial magnetic anisotropy of these 
compounds. The static magnetic data further confirmed their behavior as field-induced SIMs 
under an external magnetic field of 0.1T. We explored both high-vacuum sublimation and drop-
casting as methods to deposit (Br) on selected surfaces. Despite the moisture sensitivity of (Br), 
it was successfully deposited using drop-casting in an inert nitrogen atmosphere. However, 
during the thermal sublimation process, partial decomposition of the complex was observed, 
suggesting that (Br) may not be stable enough for thermal evaporation deposition. 
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4.2 Halogen bonding in new dichloride-cobalt(II) complex with iodo-
substituted chalcone ligands .  
       and 
Deposition of Tetracoordinate Co(II) Complex with Chalcone Ligands on 
Graphene 

In this chapter, we will discuss the findings presented in two distinct papers. While both 
studies primarily focus on the use of chalcone ligands in synthesizing Co(II) complexes with 
intriguing magnetic properties, their specific areas of investigation differ. The first paper delves 
into the uncommon halogen bonding observed between the coordinated ligand and a 
diethylether molecule. The second paper explores the potential of depositing a tetracoordinated 
Co(II) complex onto graphene, leveraging extended aromatic ligand systems to bolster the 
interaction strength between the complex molecules and the substrate. 

Chalcones are a subset of α,β-unsaturated ketones (Fig.9A) and are crucial in the world 
of organic chemistry and plant biochemistry.54 These compounds serve as the biogenetic 
precursors to flavonoids and isoflavonoids, which are prolific in plant structures. Structurally, 
chalcones can manifest in both the trans (E) and cis (Z) isomeric forms. However, the Z 
conformer tends to be less stable, primarily due to the steric hindrance between ring A (Fig.9A) 
and the carbonyl group. A distinct feature of chalcones is the continuous conjugation between 
the two aromatic rings and the electrophilic α,β-unsaturated carbonyl system, providing them 
with unique chemical properties. The synthesis of chalcones typically involves the Claisen-
Schmidt condensation reaction,55 which is an aldol condensation process between an aromatic 
aldehyde and an acetophenone in the presence of a base. This reaction yields an α,β-unsaturated 
ketone, which is the core structure of chalcones. The simplicity and efficiency of this synthetic 
route have made it a essential in organic chemistry laboratories and a valuable tool in generating 
a diverse array of chalcone derivatives for various applications.  

The chalcone ligand 4I-L was synthesized via the aldol condensation of 4′-(imidazol-1-
yl)acetophenone with 4-iodobenzaldehyde, as depicted in Fig.9B. The initial complex was 
formed through the reaction of CoCl2·6H2O and 4I-L in a 1:2 molar ratio in methanol, yielding 
a blue precipitate. Elemental CHN analysis aligns closely with the formula [Co(4I-L)2Cl2], a 
finding further corroborated by ESI mass spectrometry. The complex displays negligible 
solubility in water, methanol, ethanol, and acetone, but is soluble in DMF and DMSO. 
Recrystallization of the complex from a CH3OH/DMF mixture, followed by slow diethyl ether 
(Et2O) diffusion, produced light blue crystals. X-ray diffraction of a selected crystal confirmed 
the hexacoordinate nature of the complex, comprising four 4I-L and two chlorido ligands 
coordinated to a Co(II) center. The 4I-L ligands, in E-configuration, bind to the Co(II) via the 
nitrogen donors of the imidazolyl units, forming an equatorial plane with varied Co−N bond 
lengths: 2.121(3) and 2.162(3) Å. Two chlorido ligands occupy the axial positions with 
elongated Co−Cl bonds of 2.4880(9) Å. The complex's geometry can best be described as an 
axially elongated octahedron, stabilized by various weak intermolecular interactions. Notably, 
two symmetry-independent iodine substituents on the 4I-L ligands engage in interesting non-
covalent interactions. One forms I···O interaction, being capped by a co-crystallized Et2O 
molecule at a distance of 3.264(4) Å (Fig.9C). The second iodine interacts with two adjacent 
functional groups on the 4I-L ligand: one with the iodine substituent at 4.1676(5) Å and another 
with a CH group at 3.918(5) Å (Fig.9D).  

The interactions were probed theoretically using a combination of DFT and QT-AIM 
calculations. Initially, QT-AIM was employed to compute interaction energies from the virial. 
For the molecular fragment {(4I-L)···(Et2O)}, as depicted in Fig.9C, the calculated interaction 
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energy (Eint) amounted to −4.401 kcal/mol. Subsequently, we examined the I···I type 
interaction (Fig.9D) between two 4I-L ligands {(4I-L)···(4I-L)} from distinct complex entities, 
yielding an Eint of −2.212 kcal/mol. Based on these results, combined with NCI calculations, 
we infer that the interactions are attractive and can be ranked in increasing strength as: I···I < 
C-H···I ≈ O···I. 

 

 

Figure 9  (A): Depiction of the chalcone molecular structure. (B): Synthetic route for preparation of 4I-L. 
(C): A perspective view illustrating the I∙∙∙O halogen bonding and C−H∙∙∙I non-covalent interactions (D). (E): 
Calculated ELF for the molecular fragments {(4I-L)∙∙∙(4I-L)} (left) and {(4I-L)∙∙∙(Et2O)} (right) showing halogen 
bonds of the types I∙∙∙I and O∙∙∙I. 

It is well established that halogen bonds are characterized by the formation of σ-holes56 
on heavy halogen atoms, which can engage with an electron pair of the electron-donating atom. 
To gain deeper insights into this phenomenon, we employed the Multiwfn package57 to compute 
the Electron Localization Function (ELF). ELF, introduced by Becke and Edgecombe58 and 
further elucidated by Lu and Chen59 in the context of electronic structure study, aids in 
understanding electron localization. Color-mapped figures were generated, as shown in Fig.9E, 
to outline the electron density distribution via ELF. Notably, in both I···I  and O···I halogen 
bonding instances, the σ-holes on the iodine atoms are visible, accompanied by the 
corresponding electron donor pairs of either iodine or oxygen atoms. 

In summary, we synthesized the chalcone ligand 4I−L and used it to produce the 
tetracoordinate complex [Co(4I-L)2Cl2], which upon recrystallization transformed into the 
hexacoordinate complex [Co(4I-L)4Cl2]∙2Et2O. The structure of the latter is supported by weak 
non-covalent interactions, predominantly C−H···O, C−H···Cl, and π−π stacking, along with 
interactions from iodine substituents on the 4I−L ligands. These interactions, particularly the 
halogen bond in the I···O contact, were validated through DFT, NCI, QT-AIM, and ELF 
calculations. 

Building upon the previous work we delved into another study involving chalcogen-
type ligands, specifically focusing on leveraging their rich aromatic systems for deposition onto 
substrates like graphene. These substrates primarily engage only in weak non-covalent 
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interactions, notably π−π and C−H···π. In this context, we synthesized the chalcone ligand 
4MeO−L through the aldol condensation of 4′-(imidazol-1-yl)benzaldehyde and 4-
methoxyacetophenone. The complex was formed by reacting CoCl2∙6H2O with 4MeO−L in a 
1:2 molar ratio in methanol, producing a blue microcrystalline precipitate. Recrystallization 
from methanol yielded pale blue crystals suitable for single-crystal X-ray diffraction, revealing 
tetracoordinate [Co(4MeO-L)2Cl2] entities (Fig.10A). Here, the 4MeO−L4 ligands coordinate 
to the Co center through imidazolyl nitrogen atoms with CoN bond lengths of 2.014(4) and 
2.016(4) Å. The chlorido ligands have bond lengths of 2.255(2) and 2.257(2) Å. Overall, the 
structure exhibits a distorted tetrahedral geometry with C2v pseudosymmetry (continuous shape 
measure index for Td: 1.356). Notably, sthe 4MeO−L ligands, remain in an E configuration, 
and planar even when coordinated. The crystal structure of [Co(4MeO-L)2Cl2] is stabilized 
primarily by a plethora of weak hydrogen bonds such as CH···Cl and CH···O. Notably, the 
expansive aromatic systems of the 4MeO-L ligands engage in π–π stacking interactions, which 
contribute significantly to the stabilization of supramolecular chains along the b 
crystallographic axis. 

Fig. 10B depicts the HF-EPR spectra of bulk compound [Co(4MeO-L)2Cl2], acquired 
at four distinct frequencies (380, 415, 456, and 490 GHz). The magnetic field was swept from 
0 to 15 T at a temperature of 5 K. For simulating the experimental data, we employed an 
effective spin Hamiltonian that incorporated a ZFS term. The optimal fit was derived from the 
following spin Hamiltonian parameters: D = +14.6 cm−1, E/D = 0.235, gx = 2.32, gy = 2.38, and 
gz = 2.16. To further support the HF-EPR spectra analysis, CASSCF/NEVPT2 calculations 
were performed. Through the application of effective Hamiltonian theory, spin Hamiltonian 
parameters were extracted, resulting in a ZFS parameter set: S = 3/2, D = +14.5 cm−1, E/D = 
0.15. The anisotropy of the g-tensor components was calculated as gx = 2.325, gy = 2.378, gz = 
2.163, and gav = 2.289 which aligns well with the HF-EPR spectroscopy results. 

To prepare thin films of the complex on graphene, we utilized CVD graphene on a 
Si/SiO2 substrate. Optical images of the hybrid materials, in conjunction with Raman 
spectroscopy, can be observed in Fig.10D, a comparison between the bulk compound, drop-
cast and two samples sublimated at temperatures of 75 and 265°C. Molecules which were 
deposited via drop-casting formed tiny droplets with heights up to 50 nanometers. Conversely, 
molecules in sublimated samples generated microcrystals with heights reaching into the 
hundreds of nanometers. The Raman spectrum (Fig.10D) of the bulk compound, when placed 
on the Si/SiO2 substrate, displayed distinct peaks at 964, 1186, 1366, and 1603 cm−1, in addition 
to the peaks from Si/SiO2. For the drop-cast sample, many of these distinctive peaks were 
obscured by the peaks of both graphene and Si/SiO2, with the exception of the peak at 1190 
cm−1. In contrast, the Raman spectra for the sublimated samples consistently presented 
prominent peaks. This is likely due to measurements taken on larger specimens, which yielded 
stronger signals. 

XPS was employed to investigate the chemical composition of all phases, assessing 
alterations from the XPS spectrum observed for the bulk phase. For the drop-cast sample, there 
was a noticeable decline in the graphitic nitrogen component relative to the bulk compound. 
Additionally, there was an apparent division of chlorine peaks between inorganic and organic 
forms. The drop-cast sample presented a faint Co 2p signal on its surface, hinting at potential 
complex decomposition. Regarding the sublimated samples, no discernible Co 2p peaks were 
detected for either 75 or 265°C, even after extended acquisition periods. This lack of detection 
might be due to the partial decomposition of the complex or the inherent surface sensitivity of 
XPS. This absence led us to a semi-empirical quantitative analysis of the powder after each 
sublimation and revealed an increased amount of cobalt and chlorine in the powder from the 
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crucible compared to the bulk powder. This finding, combined with the identification of organic 
chlorine, implies potential chlorination of the graphene, suggesting partial complex 
decomposition during both deposition techniques.  

In summary, we reported a synthesis, crystal structure and HF-EPR spectra for 
tetracoordinate Co(II) complex with two chalcone ligands. Depositions on graphene were 
attempted by both drop-casting in an inert nitrogen atmosphere and by the thermal sublimation 
of the bulk compound in a high vacuum. In both cases, we observed organic chlorine 
components, suggesting either the partial decomposition of the complex or possible 
chlorination of the graphene. This underscores the importance of ensuring sufficient stability 
of SIMs used for depositions on surfaces. 

 

Figure 10  (A): Drawing of the molecular structure of [Co(4MeO-L)2Cl2] and a perspective view 
of the packing of the [Co(4MeO-L)2Cl2] molecules along the crystallographic b-axis. Observed π–π stacking 
interactions are visualized by depicting the shortest C∙∙∙C distances using black dashed lines. (B) HF-EPR spectra 
for four different frequencies at 5 K. The dotted line is guidance for Zeeman splitting. temperature dependence 
acquired at 410 GHz. Black line in both is experimental, and red/colored line is the simulation. (C): Comparison 
of Raman spectra of bulk compound, drop-cast, and sublimations at 75 and 265 °C. (D): Images from the optical 
microscope of the samples after drop-casting and sublimations at 75 and 265 °C. 
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4.3 Trigonally distorted hexacoordinate Co(II) single-ion magnets  
In the introductory section of this habilitation, we highlighted the importance of E-term 

anisotropy for achieving significant axial magnetic anisotropy. However, to realize this, one 
must employ specific, rigid ligands that ensure the 'correct' symmetry of coordination 
polyhedron. This is because E-terms are affected by the Jahn-Teller effect, which introduces 
distortions that remove state degeneracy. As a result, it is not common to easily produce 
complexes with geometries resulting into the E-term using straightforward synthesis and basic 
mono- or bidentate ligands. However, we discovered a method to substantially increase 
magnetic anisotropy by introducing large trigonal distortions in simple coordination 
compounds that consist of carboxylate and neocuproine (neo) ligands. Our initial findings were 
published in 2018,60 focusing on two polymorphs of the [Co(neo)(PhCOO)2] complex. The 
subsequent study on this topic is presented here. 

We synthesized a series of [Co(neo)(RCOO)2] complexes, which exhibited notable 
changes in the trigonality of their coordination polyhedra when different carboxylate ligands 
were used. Here, RCOO– stands for carboxylate ligands such as acetate, pivalate, and 4-
hydroxybenzoate. The resulting compounds crystallized as violet crystals, which diffracted 
rather well enabling us to determine their crystal structures using single-crystal X-ray 
diffraction. All compounds are comprised of the [Co(neo)(RCOO)2] complex molecules (Fig. 
11A). However, in the 4-hydroxybenzoate complex, two additional co-crystallized methanol 
molecules are found within the asymmetric unit. Each complex molecule is hexacoordinate, 
with all ligands binding to the Co atom bidentately. The Co–N bond lengths range from 2.08 to 
2.13 Å, while Co–O bond lengths vary between 2.04 and 2.20 Å. We assessed the shapes of the 
coordination polyhedra using CSMs) and the analysis showed that all the complex molecules 
have significant distortions from ideal geometries. The pivalate and 4-hydroxybenzoate 
complexes lean more towards regular octahedral (Oh) rather than trigonal prismatic (D3h) 
geometries, with respective CSMs (Oh, D3h) of 7.650, 9.801 and 6.352, 10.110. In contrast, the 
acetate complex displays the most pronounced trigonal distortion, aligning closely with a 
trigonal prism geometry (CSMs: 11.893, 3.761). 

The magnetic properties of all the studied complexes, measured in a static magnetic 
field. Notably, the profile of μeff versus T varies across the series, a result of differences in the 
geometry of the coordination polyhedra and the corresponding ligand field. We analyzed the 
magnetic data using the L-S Hamiltonian, as per the models of Griffith and Figgis. This 
approach describes the splitting of the 4T1g term, which originates from the 4F atomic term in 
symmetries lower than Oh. Our analysis indicates that all the complexes demonstrate significant 
splittings (> 140 cm-1) between the Kramers doublets. This finding was further corroborated by 
CASSCF/NEVPT2 calculations. These findings suggest that the d-orbital splitting for the 
acetate complex closely resembles the pattern typical of a trigonal prism ligand field (Fig. 11B). 
In contrast, the splitting observed for the pivalate and 4-hydroxybenzoate complexes deviates 
more significantly from this trigonal prism pattern. This observation aligns well with the 
varying degree of trigonality observed in each individual complex and effectively illustrates the 
progressive shift in ligand field symmetry throughout the series. 

AC magnetic susceptibility measurements revealed that all the studied compounds show 
slow magnetization relaxation under weak applied magnetic fields, classifying them as field-
induced SIMs. In the case of the acetate complex, a faint imaginary susceptibility signal (χ″) 
was also detected, indicating that it functions as a zero-field SIM. These findings align well 
with ab initio calculations of magnetization blocking barriers carried out using the 
SINGLE_ANISO module.61 Specifically, the matrix element of the transverse magnetic 
moment between ground states with opposite magnetization is close to 0.5 for the pivalate and 
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4-hydroxybenzoate complexes. This value exceeds 0.1, suggesting a high tendency for quantum 
tunneling of magnetization (Fig. 11C). In contrast, the acetate complex shows a value of 0.08, 
implying a preference for quenched tunneling channel and, consequently, slow magnetization 
relaxation in the absence of an external magnetic field (Fig. 11D). 

In summary, a series of hexacoordinate Co(II) complexes, characterized by significant 
trigonal distortion, function as field-induced SIMs. Remarkably, even with a straightforward 
synthesis employing basic, easily accessible bidentate ligands, the resulting compounds exhibit 
pronounced axial magnetic anisotropy and E-term based magnetism. In one instance, we even 
detected zero-field slow magnetization relaxation. 

 

Figure 11  (A): Drawing of molecular structures of complex molecules. (B): The outcome of the 
CASSCF/NEVPT2 calculations for studied complexes. Plot of the d-orbitals splitting calculated by ab initio ligand 
field theory (AILFT), and ligand-field multiplets (LFM). (C): The outcome of SINGLE_ANISO CASSCF/NEVPT2 
calculations for studied complexes. The numbers presented in the plots represent the corresponding matrix element 
of the transversal magnetic moment (for values larger than 0.1, an efficient relaxation mechanism is expected). 
Dashed lines refer to (temperature-assisted) quantum tunneling (blue), Orbach/Raman mechanisms (red), and 
direct/Raman mechanisms (green). (D): The AC magnetic data for acetate compound. Temperature dependence 
of the real (χ′) and imaginary (χ″) components of the AC susceptibility at the applied external magnetic field BDC 
= 0.1 T for frequencies from 1 to 1500 Hz (full lines are only guides for eyes). Legend: 1 stands for acetate 
complex, 2 for pivalate and 3 for 4-hydroxybenzoate complex. 
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4.4 Weak antiferromagnetic interaction in Cu(II) complex with semi-
coordination exchange pathway 

This study builds upon the research introduced earlier in which we conducted a detailed 
analysis of the crystal structure and magnetic properties of the [Co(dpt)(NCS)2] complex. This 
complex acts as a SIM and also displays ferromagnetic exchange interactions. We demonstrated 
that these interactions are mediated by a unique Co⋯ interaction, which influences both static 
and dynamic magnetic properties. A summary of this can be found in chapter 2.1. In the study 
from 2022 we present results for the [Cu(dpt)(NCS)2] complex, which is isomorphous to the 
[Co(dpt)(NCS)2] complex.  

The crystal structure of the Cu compound is isomorphous to that of the Co complex 
(Fig. 12A), as previously mentioned. However, the difference in the central atom brings about 
notable structural variations. In the Cu compound, the metal center is pentacoordinate, 
exhibiting a coordination geometry approximating square pyramidal as evident from the 
Addison parameter value (τ = 0.33), The τ value calculated for the Cu compound is lower than 
its Co counterpart (τ = 0.46). Comparing metal-ligand bond lengths, the nitrogen atom bonds 
of the dpt ligand to the Cu central atom are shorter than the equivalent Co–N bonds in the Co 
complex: d(M−N) in Å for Cu [Co] are 2.0145(13) [2.076(1)], 2.0757(13) [2.197(2)], and 
2.0280(13) [2.062(1)]. Conversely, the M−N bonds involving the isothiocyanato ligands are 
longer in the Cu complex: d(M−N) in Å for Cu [Co] are 2.0373(14), 2.1458(14) compared to 
[2.004(1), 2.120(2)] in the Co complex. 

 

Figure 12  (A): A perspective view of the centrosymmetric supramolecular dimer in 
[Cu(dpt)(NCS)2] (a) and [Co(dpt)(NCS)2] (b). The hydrogen atoms were omitted for clarity. The Co/Cu⋯C/N 
interactions were depicted as black dashed lines.(B):A perspective view of the fragment in the Cu complex crystal 
structure with showed N–H⋯S hydrogen bonding. (C): The 𝛻 ρ (r) contour plot in the {Cu–NCS1}2 plane of the 
dimeric fragment in the Cu complex crystal structure. 

Similarly to the Co complex, the crystal structure of the Cu complex also features a 
centrosymmetric supramolecular dimer {[Cu(dpt)(NCS)2]2}. This is stabilized by a weak 
NH⋯S interaction (Fig. 12B) between the secondary amine group of the dpt ligand and the 
sulfur atom of the NCS ligand from another molecule, with a distance of d(N2⋯S2) = 3.564(1) 
Å. Within this dimer, short non-covalent contacts can be observed: Cu⋯N (d(Cu⋯N) = 
3.472(1)Å, ∑Rvdw(Cu,N) = 3.60 Å) and Cu⋯C (d(Cu⋯C) = 3.571(1) Å, ∑Rvdw(Cu,C) = 3.70 
Å) as shown in Fig. 12A. Remarkably, an interesting difference between Cu and Co complex 
is in the way how the NCS ligands providing the aforementioned interaction (NCS1) coordinate 
the metal atoms. In Cu complex, the Cu-NNCS1 distance is much shorter (2.0373(14) Å) than 
that for the other NCS ligand (2.1458(14) Å). On the contrary, in Co complex, the Co–NNCS1 
distance is the longer one (2.120(2) vs. 2.004(1) Å). 
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Figure 13  (A): The temperature dependence of the effective magnetic moment), X-band EPR 
powder spectrum of Cu complex in the solid state at room temperature. The black dots represent experimental 
values, red line is a simulation for gx = 2.012, gy = 2.013 and gz = 2.135 (below). (B) The HS calculated spin 
density distribution using ZORA/B3LYP/ZORA-def2-TZVP for {[Cu(dpt)(NCS)2]2} (above) and 
{[Co(dpt)(NCS)2]2} (below). (C) The non-orthogonal magnetic orbitals of the BS spin state visualized for 
{[Cu(dpt)(NCS)2]2} and {[Co(dpt)(NCS)2]2}. The values of overlap Sαβ between the corresponding orbitals are 
listed too. The molecular orbitals are represented by dark blue/red surfaces calculated with a cutoff value of 0.02 
e∙bohr-3. Hydrogen atoms were omitted for clarity. 

Non-covalent interactions in both compounds were assessed using theoretical methods. 
The wavefunctions were calculated using DFT with the B3LYP exchange–correlation 
functional through single-point calculations for two distinct fragments from the crystal 
structures of Cu complex (supramolecular dimer and the fragment illustrated Fig. 12A). The 
topology and energetics of electron density ρ(r) were examined employing the QT-AIM 
approach. For the analysis of non-covalent interactions, it should be fulfilled that at the relevant 
CPs, both the Laplacian of electron density (Fig. 12C), 𝛻 ρ(r), and the total energy density of 
electrons, he(r), should manifest positive values. In contrast, coordination bonds and covalent 
bonds at their CPs display either 𝛻 ρ(r) > 0, he(r)< 0 (pertaining to coordination bonds, termed 
as the intermediate interaction type) or 𝛻 ρ(r) < 0, he(r) < 0 (typical of strong covalent bonds).32 
It was observed that all the CuN coordination bonds complex conformed to the anticipated 
intermediate interactions nature. The interaction energies of all Cu–N bonds are of similar value 
(Eint = –33 to –40 kcal/mol) except for the longest Cu–NNCS2 bond (Eint = –26.8 kcal/mol). The 
N–H⋯S hydrogen bonds exhibited notably reduced Eint values, spanning between –1.8 to –2.9 
kcal/mol. Topological analysis of the Cu complex  disclosed that within the centrosymmetric 
dimer {[Cu(dpt)(NCS)2]2}, there is a bond path and a (3,-1) CP between the Cu atom and the 
nitrogen atom of the NCS1 ligand from the neighboring complex molecule, as depicted in Fig. 
12C. Both 𝛻 ρ(r) and he(r) have positive small values. This suggests a non-covalent nature for 
this interaction. Furthermore, Eint is rather low (1.02 kcal/mol). Additionally, the |V(r)|/G(r) 
criterium further confirms the non-covalent character of this contact given its relatively low 
value (0.89). Thus, it can be concluded that this interaction exhibits a non-covalent nature and 
aligns with the criteria for semi-coordination. Similar calculations were performed also for Co 
complex. A bond path and a (3,-1) CP are present between the Co atom and the nitrogen atom 
of the NCS1 ligand from the adjacent complex molecule. Topological and energetic properties 
calculated at this CP indicate a non-covalent character for this interaction, with 𝛻 ρ(r) > 0, he(r) 
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> 0, and |V(r)|/G(r) < 1. Eint calculated for this interaction is marginally lower (-0.79 kcal/mol) 
than that computed for Cu complex.  

The magnetic properties of the Cu complex were investigated by examining the 
temperature dependence (ranging from 2-300 K) of the magnetic moment. At room 
temperature, μeff for the {[Cu(dpt)(NCS)2]}2 supramolecular dimer is 2.5 μB. This closely 
matches the expected spin-only value for two spins with S = 1/2 and g = 2.0023, equating to 
2.45 μB. The μeff value remains steady until around 10 K, after which it decreases to 1.8 μB. This 
decrease might suggest the presence of an antiferromagnetic interaction between the Cu(II) 
atoms. However, this interaction seems to be rather weak since no maximum was observed in 
the χT plot (Fig. 13A). For a more comprehensive understanding of the magnetic properties, 
the collected data were fitted using a spin Hamiltonian that includes an isotropic exchange term. 
The resulting parameters correspond with antiferromagnetic exchange interaction (J = 2.24 
cm-1, g = 2.29). The electronic structure of the Cu complex in its solid-state was further 
examined using X-band EPR spectroscopy at room temperature (Fig.13A). The pattern 
observed indicates a rhombic distorted axial symmetry, with gx being approximately equal to 
gy but different from gz. Utilizing the EasySpin software62 for fitting the experimental data 
yielded g-tensor values of gx = 2.012, gy = 2.013, and gz = 2.135. BS-DFT calculations were 
used to rationalize the magnetic exchange between the paramagnetic ions present in the 
supramolecular dimers of both complexes. For this purpose, well-established B3LYP hybrid 
functional with DFT-NL variant to account for van der Waals interactions were used. The 
isotropic exchange, denoted as J, was determined for the H = - J(S1S2) spin Hamiltonian via the 
Ruiz63 and Yamaguchi formulations.64 Observations underscore the spin delocalization from 
the metal ion to the donor atoms. Notably, this spin density transfer is more pronounced in the 
Cu complex. A significant portion of the spin density is discernible on the nitrogen atom of the 
NCS1 ligand, which is in close proximity to the spin density of the Cu atom in neighboring 
molecules of the supramolecular dimer (Fig. 13B). Such an observation highlights the pivotal 
role of the Cu⋯π interaction in establishing the magnetic exchange. Furthermore, the 
visualization of the non-orthogonal magnetic orbitals, or single-occupied molecular orbitals 
(SOMOs), is provided in Fig.13C. As anticipated for a square pyramid configuration, the 
magnetic orbital for Cu complex predominantly involves a metal-based 3𝑑  orbital situated 
in the equatorial plane, as shown Fig. 13C. For Co complex, three distinctive magnetic orbitals 
emerge: SOMO orbitals based in dyz Co(II) orbitals with minimal overlap Sαβ, SOMO-1 orbitals 
rooted in 3𝑑  Co(II) orbitals with moderate overlap Sαβ and SOMO-2 orbitals rooted in 𝑑  
Co(II) orbitals with maximum overlap Sαβ (Fig.13C). These variations in Sαβ amid the magnetic 
orbitals, combined with the energy gap Δ, explain the opposing types of magnetic exchange in 
Cu and Co complexes. 

In summary, we investigated the bonding and magnetic properties of two isomorphous 
complexes: [Cu(dpt)(NCS)2] and [Co(dpt)(NCS)2]. Using QT-AIM, we examined the non-
covalent interactions present between the central atom and the thiocyanide group on the 
neighboring molecule in both complexes. Our analysis supports the conclusion that these 
interactions are non-covalent and can be described as semi-coordination. The magnetic 
properties of the Cu complex revealed an antiferromagnetic exchange interaction, in contrast to 
the ferromagnetic exchange observed for the Co complex. This difference was explained using 
BS-DFT calculations. 
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4.5 Neutral Cobalt(II)-Bis(Benzimidazole)Pyridine Field-Induced Single-Ion 
Magnets for Surface Deposition 

The research presented in this chapter was conducted in collaboration with various 
institutions, with primary contributions from Dr. Ivan Salitros's laboratory at FCHP STU 
Bratislava, Slovakia and CEITEC BUT, Brno, Czechia. My principal role involved the 
theoretical analysis of the magnetic and structural properties, making this the primary emphasis 
of this chapter. 

We thoroughly examined the crystal structure of two new Co(II) complexes (Fig.14A), 
their magnetic characteristics, X-band EPR spectroscopy, and HF-EPR/FIRMS spectroscopy. 
A noteworthy development was the enhancement of tridentate ligand solubility in non-polar 
and volatile solvents, facilitated by the introduction of alkyl chains. This proved beneficial for 
lithographical deposition processes. However, we assume that the weak halogenido 
coordination bonds contributed to the observed thermal instability in the neutral 
pentacoordinate Co(II)-SIMs, which consequently obstructed their effective surface deposition 
via sublimation. 

X-ray diffraction of single crystals indicated that both compounds crystallize in the 
triclinic P1 space group. The asymmetric unit in each structure comprises neutral complex 
molecules, depicted by the formulas [Co(C8-L)(NO3)2] and [Co(C12-L)(NO3)2], where C8-L 
represents 2,6-bis(1-octyl-1H-benzimidazol-2-yl)pyridine and C12-L stands for 2,6-bis(1-
dodecyl-1H-benzimidazol-2-yl)pyridine (Fig.14B-C). In both entities, the Co(II) atom interacts 
with three nitrogen atoms from the related tridentate ligand and three oxygen atoms: one from 
a chelating nitrate anion and another from a terminal nitrate anion. At 100 K, the Co–N bond 
lengths in the compounds are between 2.088(1) and 2.103(1) Å, extending slightly to 2.100(3)–
2.117(2) Å at room temperature. Notably, the Co–O bonds with terminal NO3

− anions are 
shorter (davg = 2.04 Å for C8-L complex and davg = 2.05 Å for C12-L complex) than those 
associated with chelating NO3

− anions (2.11 Å for C8-L complex; 2.10 Å for C12-L complex). 
Additionally, in both complexes, the second oxygen atom of the terminal NO3

− anion is oriented 
towards the central atom, exhibiting relatively long Co⋯O distances: 3.013(1) Å for the C8-L 
complex and 2.997(1) Å for the C12-L complex at 100 K.  

To understand the connection between the magnetic anisotropy and the structural 
properties of the compounds we conducted a computational analysis with several objectives. 
Initially, we looked at the role of the nitrate ligand that coordinates to the Co(II) atom in a 
monodentate manner, which might affect static and dynamic magnetic properties. We carried 
out a QT-AIM electron density analysis using wavefunctions from single-point DFT (B3LYP 
and def2-SVP) calculations, based on coordinates from single-crystal diffraction data. Our 
findings showed that the (3,-1) bond CPs were present only in regular metal-ligand bonds and 
not for the longer Co⋯O contact. Further, by assessing the values of the NCI index, we found 
these interactions to have a weak van der Waals character. Therefore, we conclude that the 
second oxygen atom likely does not have a significant impact on the Co(II) center. 

Next, we directed our efforts towards analyzing the magnetic anisotropy of both 
compounds and computing the ZFS parameters using the state average complete active space 
self-consistent field (SA-CASSCF) complemented by the N-electron valence second-order 
perturbation theory (NEVPT2). We based our calculations on experimentally determined 
molecular structures, with the positions of hydrogen atoms optimized for input coordinates. Our 
active space was specified by seven electrons in five d-orbitals of Co(II) (CAS(7e,5o)), 
including all possible multiplets: 10 quartets and 40 doublets. To determine the ligand field 
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parameters, we incorporated ab initio ligand field theory (AILFT) calculations.65 The findings 
for both complexes displayed marked similarities. The d-orbital splitting mirrored the distorted 
octahedral geometry of the coordination polyhedron, specifically with the proximity of the dxz 
and dxy orbitals and with dyz having marginally elevated energy by approximately 1000 cm−1 
(Fig. 14D-F). The other d-orbitals presented substantially elevated energy levels: dz2 (∼7700 
cm−1), dx2−y2 (∼9000 cm−1). Thus, the electronic configuration of the d-valence shell for both 
complexes is dxz

2, dxy
2, dyz

1, dz2
1, dx2−y2

1. Within this configuration, the energy difference for the 
first excitation between orbitals sharing the same |ml| value (dxz → dyz, |ml| = ±1) slightly exceeds 
that for excitations altering ml by 1 (dxy → dyz). As a result, a relatively large and positive D 
values can be expected for both complexes. The calculated ZFS parameters for both complexes 
showed very similar values: D =+25.6 cm−1 and E/D = 0.146 for C8-L complex and +25.4 cm−1 
and E/D = 0.138 for C12-L complex. Additionally, the effective spin Hamiltonian g-tensors for 
both compounds were almost identical, indicating a pronounced easy-plane anisotropy (where 
gx is roughly equal to gy and both are much greater than gz). Furthermore, the analysis of the 
first Kramers doublet, by utilizing an effective spin, Seff, = 1/2, resulted in effective g-factors 
consistent with the easy-plane anisotropy (gx,eff ≪ gy,eff ≪ gz,eff) for both complexes. The results 
of theoretical calculations are in excellent agreement with the experimentally determined values 
of ZFS parameters (by combination of HF-EPR and FIRMS): D =+23.7 cm−1 and E/D = 0.184 
for C8-L complex and +24.2 cm−1 and E/D = 0.162 for C12-L complex. 

 

Figure 14  (A): Drawing of molecular structure together with figures of molecular structures determined 
by X-ray diffraction of C8-L (B) and C12-L (C) complexes. The outcome of the CASSCF/NEVPT2 calculations 
for complexes C8-L and C12-L. Plot of the d-orbital splitting calculated by ab initio ligand field theory (AILFT) 
(D), visualizations of the d-orbitals (E) and low-lying ligand-field terms (F). Note: different multiplicities of LFT 
are shown in different colours. 
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Chapter 4.6 Tetracoordinate Co(II) Complexes with Semi-Coordination as 
Stable Single-Ion Magnets for Deposition on Graphene  

This study represents the current apex of our efforts to integrate magnetochemistry, 
especially its SIMs category, and quantum crystallography. The foundational concept originates 
from our prior, unsuccessful endeavors to synthesize SIMs that are amenable to the formation 
of hybrid materials by their deposition on functional surfaces, as detailed in Sections 4.1 and 
4.2. Past experiments strongly advised against the utilization of monodentate ligands when 
designing complexes for thermal deposition applications. In such cases, we encountered 
challenges related to the stability of these complex molecules under ambient conditions. Even 
under a controlled, protective atmosphere, the tetracoordinate Co(II) complexes could not be 
deposited in an unaltered state. In light of these findings, we chose to employ bidentate ligands, 
specifically bidentate Schiff base ligands, which are renowned for forming mononuclear Co(II) 
complexes with field-induced or zero-field slow relaxation of magnetization. To further 
enhance the stability of these Co(II) complexes, we modified the Schiff base ligands by 
incorporating a 2-pyridyl substituent to their structure. This addition supplies an extra nitrogen 
atom that is sterically hindered, preventing it from forming a conventional coordination bond 
with the metal atom. Nevertheless, this nitrogen atom can engage in non-covalent interactions 
with adjacent metal centers. As we have previously proposed, such non-covalent interactions 
between donor atoms with free electron pairs (such as nitrogen or oxygen) and metal atoms can 
augment the stability of the complex without significantly impacting the metal center's 
magnetic anisotropy. 
 

For our deposition experiments, we selected Co(II) compounds featuring a specialized 
class of Schiff base ligands synthesized via the condensation of aromatic 2-
hydroxobenzaldehydes and 2-amino-6-picoline (Fig. 15A). The crystal structure of the Co(II) 
compound incorporating the Hsalapi ligand (Hsalapi = 2-methyl-6-(2'-
oxybenzylideneamino)pyridin) has been reported in earlier studies. In its crystal structure, 
deposited in Cambridge Structural Database (CSD) under code MIFWUU,66 two deprotonated 
salapi− ligands are observed to coordinate the Co(II) atom in a bidentate fashion, resulting in 
the formation of the [Co(salapi)2] molecule. Notably, the pyridine nitrogen atoms are oriented 
toward the metal center, but the Co···N distances are relatively long, measuring 2.625(14) and 
2.708(14) Å. Given these characteristics, these contacts may be potentially classified as semi-
coordination within the framework of structural coordination chemistry, due to their non-
covalent nature and significant electrostatic contributions. 

Although both studied complexes display strikingly similar crystal structures, they are 
not isostructural. Compound [Co(salapi)2] crystallizes within the monoclinic I2/a space group, 
while [Co(me-salapi)2] belongs to the orthorhombic Pbcn space group. Notably, the crystal 
structures of both compounds are solely comprised of the complex molecules. In each structure, 
the cobalt atom occupies a position along a two-fold rotational axis, making only half of the 
complex molecule symmetrically independent. Both compounds feature two bidentate ligands 
that coordinate to the central Co(II) atom: each ligand attaches via one phenolate oxygen atom 
having distances of d(Co1−O1)=1.9527(16) Å for [Co(salapi)2] and d(Co1−O1)=1.9613(7)  Å 
for [Co(me-salapi)2] - as well as through an imine nitrogen atom (N1) with distances 
d(Co1−N1)=1.9913(18)  Å and d(Co1−N1)=1.9923(9)  Å in [Co(salapi)2] and [Co(me-
salapi)2], respectively. The Co···N distance concerning the pyridine nitrogen atoms (N2) is 
more extended, measuring 2.6908(19) Å and 2.6951(9) Å for [Co(salapi)2] and [Co(me-
salapi)2], respectively (Fig. 15B). Therefore, both compounds can be formally classified as 
tetracoordinate.  
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The analysis of coordination polyhedra coordinates using CSMs indicates that the 
coordination polyhedron resembles a distorted tetrahedron, with CSMs(Td) values of 2.857 and 
2.531 for [Co(salapi)2] and [Co(me-salapi)2], respectively. However, the distortion from an 
ideal see-saw geometry is relatively small, as evidenced by CSMs(C2v) values of 3.800 and 
4.723.  

 

 
Figure 15  (A): Preparation scheme of compounds [Co(salapi)2], R = H, and [Co(me-salapi)2], R 

= CH3. (B): perspective view of the structure of the ([Co(salapi)2] molecule. The hydrogen atoms were omitted for 
clarity. Color code: carbon (light brown), cobalt (dark blue), nitrogen (light blue), and oxygen (red). (C): NCI 
plot calculated for [Co(salapi)2]. (D) Visualization of the ELF for ([Co(salapi)2]. 

 

To delve into the nature of the Co···N interactions, we employed QT-AIM for 
topological analysis of the electron density. Initial steps involved single-point DFT calculations, 
using the molecular coordinates of both complexes as derived from X-ray diffraction 
experiments. To refine the positions of hydrogen atoms reliably, Hirshfeld atom refinement67 
was implemented for both structures. Subsequently, topological analysis of the electron density, 
ρ(r) was performed using the Multiwfn software suite. Interestingly, we did not identify critical 
points between the Co1 and N2 atoms, as evidenced by the Laplacian of electron density, 
𝛻 ρ(r). This absence of CPs is attributed to the orientation of the pyridyl moiety, which 
modulates the topology 𝛻 ρ(r) between the Co and N atoms, thereby precluding the 
establishment of a bond path or (3,-1) CP. To further scrutinize the Co···N interaction, we 
employed the NCI method. Visualization of the molecular interactions revealed that the Co···N 
interaction manifests as a composite of steric repulsion between neighboring nitrogen atoms 
(indicated in red) and an attractive force between the Co and N atoms (indicated in blue, Fig. 
15C). To achieve a more nuanced visualization, we computed the Electron Localization 
Function. Although this method is not well-established for multi-reference systems, we based 
our conclusions on a comparative analysis. Specifically, we compared the results obtained for 
Co(II) complexes with those acquired for Zn(II) analogues, finding considerable similarity 
between the two. Fig. 15D illustrates that the electron pair of the pyridine is well-localized and 
directed towards the more electropositive cobalt atom. In summary, despite the absence of a 
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CPs, our analysis indicates that the Co···N interaction possesses an attractive non-covalent 
character. This is attributed to the interplay between the pyridyl electron pair and the cobalt 
atom. Accordingly, we categorize this interaction as semi-coordination. 

DC magnetic measurements were measured over a range of 2 to 300 Kelvin, and a field-
dependent magnetic moment, recorded between 0 and 7 Tesla at a temperature of 2 Kelvin. The 
crystal structures of both compounds are made up of individual complexes that interact through 
π−π stacking interactions, which could serve as non-covalent magnetic exchange pathways. To 
rigorously analyze the magnetic data, initial theoretical calculations were conducted. For this 
purpose, we selected dimeric structural fragments, as depicted in Fig. 16A, and performed BS-
DFT calculations. These were aimed at estimating the isotropic exchange parameter J in the 
spin Hamiltonian, defined as 𝐻 = −𝐽𝑆 𝑆 . The energy difference Δ=BS−HS, between the high-
spin (HS, S1↑…S2↑) and broken-symmetry (BS, S1↑…S2↓) spin states, was used to calculate J, 
following the formulas established by Ruiz and Yamaguchi. All approaches predicted a weak 
antiferromagnetic coupling within the dimer for both compounds. A slightly stronger 
antiferromagnetic exchange (J = 0.27 cm-1) was predicted for [Co(me-salapi)2], which is 
consistent with its shorter C· · ·C and C· · ·N distances between the π −π stacked ligands of the 
neighboring molecules compared to those in compound [Co(salapi)2], (J = 0.25 cm-1). 

 

 
Figure 16  (A): The outcome of the BS-DFT calculations for [Co(salapi)2], with visualization of 

the spin density isosurface. Temperature dependence of μeff/μB acquired for [Co(salapi)2], (B), and [Co(me-
salapi)2], (C), in the range from 2 K to 300 K with external magnetic field 0.1 T, and the isothermal magnetization 
data measured at 2 K shown in the inset. (D):Visualization of the D-tensor axes overlayed over the molecular 
structure of [Co(salapi)2]. (E) AILFT-calculated d-orbital splitting (left) and ligand field terms (right). (F): The 
orbital splitting resulting from the AILFT (NEVPT2) calculations is shown for molecular structures [Co(me-
salapi)2] (left) and [Co(me-salapi)2]’ (right). The d-orbitals are represented as black bars for [Co(me-salapi)2] 
and red bars for [Co(me-salapi)2]’. The decrease in dxy energy is highlighted by the black line. 

 
The effective magnetic moment (μeff/μB) for both compounds remained largely constant 

down to a temperature of 30 Kelvin (Fig. 16B-C). At this point, a decrease was observed, 
moving from a value of 4.1 to 3.7 at 2 Kelvin. This decline suggests the potential existence of 
intermolecular magnetic exchange interactions or ZFS. A noticeable absence of maxima in the 
susceptibility curve (χ=f(T)) allows us to conclude that the magnetic interactions mediated 
through intermolecular non-covalent interactions among the molecules are relatively weak. 
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However, it proved impossible to fit the magnetic data without considering exchange coupling 
interactions. Consequently, considering these challenges and the findings from the BS-DFT 
calculations, we employed a spin Hamiltonian model incorporating both axial ZFS terms, as 
well as isotropic exchange coupling. The experimental magnetic data were analyzed using the 
EasySpin software package, taking into account both temperature-dependent and field-
dependent measurements concurrently. Optimal fits were achieved with the following 
parameter sets: for [Co(salapi)2], the isotropic exchange constant J was found to be −0.19 cm−1, 
the isotropic g-factor giso was 2.272, D = −15.3 cm−1, E/D = 0.012. For [Co(me-salapi)2], J= 
−0.27 cm−1, giso = 2.213, D = −17.5 cm−1, and E/D = 0.044. These results confirm the existence 
of significant axial magnetic anisotropy in both complexes.  

The computational results reveal that the 4F atomic term is split into seven ligand field 
multiplets. This is consistent with the low-symmetry characteristics of the coordination 
polyhedron in both compounds. Moreover, the energy of the first excited state exceeds 1000 
cm−1 (Fig. 16E), making the spin Hamiltonian formalism an appropriate tool for the analysis of 
the magnetic data. The observed splitting of the d-orbitals is indicative of a distorted tetrahedral 
geometry, with the lowest energy state corresponding to the 𝑑  orbital. The electronic 

configurations for both complexes are specified as follows: 𝑑 , 𝑑 , 𝑑 , 𝑑 , 𝑑  (Fig. 

16E). In such an arrangement, the energy difference for the first excitation between d-orbitals 
with the same ∣ml∣ value (𝑑  → 𝑑 , ∣ml∣ =2) is smaller than the energy difference for the 

first excitation with Δ∣ml∣ =1 (𝑑  → 𝑑 ). This indicates a relatively large and axial magnetic 
anisotropy. Further validation of this assumption comes from CASSCF-NEVPT2 calculations 
of the ZFS parameters, which yielded D=−25.3 cm−1 and E/D=0.084 for compound 
[Co(salapi)2], and D=−28.3 cm−1 and E/D=0.107 for [Co(me-salapi)2]. 

We assessed the effects of pyridine nitrogen atoms on the electronic structure and 
magnetic anisotropy of both compounds by substituting 6-methyl-pyridine groups with phenyl 
rings. The DFT calculations were employed to optimize the positions of these phenyl rings 
while maintaining the positions of other atoms constant. The resultant structures, referred to as 
[Co(salapi)2]' and [Co(me-salapi)2]', were then subjected to CASSCF-NEVPT2 calculations. 
This method allowed us to maintain the ligand field strength and symmetry from the regular 
donor atoms ({NO}2) while eliminating any influence of the pyridine nitrogen atoms. The 
CASSCF-NEVPT2 calculations for [Co(salapi)2]' and [Co(me-salapi)2]' yielded ligand field 
term structures that closely resembled those of the parent complexes, however, the energy of 
the lowest quartet decreased. The calculated ZFS parameters were also different: the D values 
increased, registering −40.3 cm−1 and −38.1 cm−1 for [Co(salapi)2]' and [Co(me-salapi)2]', 
respectively. The E/D values decreased substantially to 0.055 and 0.039 in [Co(salapi)2]' and 
[Co(me-salapi)2]', respectively. Thus, the magnetic anisotropy in [Co(salapi)2]' and [Co(me-
salapi)2]' is more pronounced and less rhombic than in the parent complexes. 

Interestingly, the same d-orbital splitting patterns and similar orbital energies were 
observed for both the original and modified compounds. However, the most notable energy 
decrease occurred in the dxy orbital (Fig. 16F). This change aligns with the spatial orientation 
of this orbital relative to the position of the pyridyl rings in compounds [Co(salapi)2] and 
[Co(me-salapi)2]. It should be highlighted that this decrease in dxy energy was greater in 
[Co(me-salapi)2]' than in [Co(salapi)2]', correlating with the shorter Co···N distance—and thus, 
greater destabilization of dxy in [Co(me-salapi)2] (2.6592(9) Å) compared to [Co(me-salapi)2] 
(2.6901(11) Å). The lower dxy energy thereby leads to reduced 𝑑  → 𝑑  excitations and 

larger ∣D∣ values. In summary, CASSCF-NEVPT2 calculations showed that while the 
interaction between the Co(II) atom and pyridyl nitrogen atoms does not significantly alter the 
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overall ligand field, it does influence the dxy orbital and consequently the ZFS parameters. 
Specifically, interactions with the lone pairs of nitrogen atoms contribute to the smaller ∣D∣ 
values observed in complexes featuring Co···N interactions. 

 

Figure 17  Frequency dependence of the HF-EPR spectra of compound 1 at 7.4 K. (A) Temperature 
dependence of the HF-ESR spectra of [Co(salapi)2] compound at 119.97 GHz. The parameters in the simulated 
spectra (with offset for more clarity) were D = −20 cm−1, gx = 2.20, gy = 2.15, gz = 2.40, E/D = 0.122, and J = 
−0.3 cm−1. Green stars correspond to thermally activated transitions ascribed to the excited S = 1/2 doublet, black 
crosses indicate an ESR signal from an impurity in the sample holder’s mirror, and red dots indicate a spurious 
signal not considered in the simulation. (C): Comparison of HF-EPR spectra of [Co(salapi)2] compound in bulk 
state (powder spectra) and deposited on graphene by dropcast and thermal sublimation, at frequency around 320 
GHz. (D): τ vs. BDC dependencies for compounds 1 ([Co(salapi)2]) and 2 ([Co(mesalapi)2]). (E,F) ln τ vs. 1/T 
plots for compounds 1(E) and 2 (F), respectively, obtained from AC susceptibility measurements recorded at two 
different DC magnetic fields. The blue and red solid lines result from simultaneous fits of two ln τ vs. 1/T 
dependencies at two different DC magnetic fields for each compound. 

Further investigation of the magnetic properties of [Co(salapi)2] was conducted using 
HF-EPR, Fig.17A-B). We also carried out HF-EPR measurements on compounds that were 
deposited on graphene. Unfortunately, these measurements did not yield a discernible signal 
which we attribute to the insufficient amounts of the deposited material. From the analysis of 
temperature-dependent spectra, prominent thermally activated transitions were identified, 
ascribed to the S = 1/2 doublet. These transitions are indicated by green stars in the spectral data 
and confirm that the ground state possesses a spin of 3/2. Consequently, it can be inferred that 
the D parameter is negative. Nonetheless, transitions between the ground-state (S = 3/2) and the 
excited state (S = 1/2) were not observed within the energy range accessible through our 
experiments. Therefore, due to the limitations of our spectrometer, we did not observe the 
mentioned transition in the spectrum. This suggests that the |D| value exceeds 600 GHz or 20 
cm−1. Simulations conducted with the following parameters - gx = 2.20, gy = 2.15, gz = 2.40, D 
= −20 cm−1, E/D = 0.122, and an exchange term J = −0.3 cm−1 - largely succeeded in replicating 
most of the spectral features. These simulations also suggest the presence of intermolecular 
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antiferromagnetic coupling which aligns with the results from BS-DFT calculations and is 
consistent with findings obtained through magnetometry. AC measurements confirmed that 
both compounds behave as field-induced SIMs as slow relaxation of magnetization was 
observed in small external magnetic field (Fig.17D-F). 

Both studied compounds demonstrated remarkable thermal and chemical stability, with 
high melting points 261°C for [Co(salapi)2] and 299°C for [Co(me-salapi)2], respectively. 
These properties allowed their deposition on Chemical Vapor Deposition (CVD) graphene 
layered on Si/SiO2 via both drop-casting and thermal sublimation methods. Optical microscopy 
confirmed the successful deposition of both complexes (Fig.18A). Atomic Force Microscopy 
(AFM) was employed to investigate the topography of the deposited samples. The results 
indicated that drop-casting led to the formation of crystals with heights of a few micrometers, 
while thermal sublimation produced nanoscale islands with heights reaching up to 150 nm for 
both complexes (Fig.18A). To confirm the chemical identity of the deposited compounds, 
Raman spectroscopy and X-ray Photoelectron Spectroscopy (XPS) were utilized. These 
analyses verified that the chemical composition of the molecules remained unaltered after both 
drop-casting and thermal sublimation. A detailed comparative study involving XPS and Raman 
spectroscopy was conducted, affirming these results against a bulk reference (Fig.18B).  

In summary, we successfully developed molecular systems that not only exhibit slow 
magnetization relaxation but also maintain sufficient stability for surface deposition through 
various methods. This achievement was made possible due to their specific structural features, 
including a semi-coordination bond that protects the low-coordinate complex molecule from 
decomposition. 

 

Figure 18 (A) (a) Optical image of deposited compound [Co(salapi)2]  (in green) on CVD graphene (dark 
blue) by thermal sublimation. (b) AFM image of deposited compound [Co(salapi)2] on CVD graphene by 
sublimation. (c) The height profile along the white line indicated in the AFM image. (B): Comparison of Raman 
spectra of the [Co(salapi)2] compound, from top to bottom, of Si/SiO2 substrate (Raman shift values marked in 
grey) and CVD graphene (marked in dark blue), bulk, and deposited by drop-cast and by thermal sublimation. 
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CHAPTER 5: SPIN-CROSSOVER 

5.1 Spin crossover in three mononuclear iron (III) Schiff-base complexes 
Non-covalent interactions play a significant role in a theoretical explanations of SCO 

characteristics. Furthermore, it is widely accepted that a careful choice of ligands and thus also 
of peripheral groups they are bearing could help in design of interesting SCO systems. In this 
work, we investigated crystal structures and magnetic properties of the Fe(III) complexes with 
pentadentate Schiff bases originating from reactions between derivatives of various ortho-
hydroxy salycilaldehydes and aliphatic triamines such as bis(3-aminopropyl)amine or its 
methylated derivative 3,3′-Diamino-N-methyldipropylamine. This leads to a preparation of 
what are termed "symmetric" Schiff bases, which frequently display SCO when conforming to 
the structural formula: [Fe(R-LA)(L1)](BPh4). Here, R-LA represents a pentadentate Schiff 
base ligand, and L1 is a monodentate heterocyclic ligand (Fig.19A). Generally, the transitions 
observed in these compounds were of a gradual nature or exhibited spin equilibrium. A notable 
exception was a mononuclear compound with R-LA constituted by bis(3-
methoxysalicylideneiminopropyl)methylamine and L1 as 4-aminopyridine. This compound 
demonstrated cooperative SCO, possibly owing to its crystal packing which involved N–H···O 
and N–H···π non-covalent interactions between complex cations. In the current work, our aim 
was to transform this kind of complex systems into more cooperative ones. The main idea was 
to incorporate ligands that could induce a significant number of intermolecular interactions, 
thereby ensuring high cooperativity and potentially intriguing SCO transitions. We utilized 
benzimidazole (L1a) and 1-benzofuro[3,2-c]pyridine (L1b) in combination with two slightly 
different pentadentate ligands, H2LA and H23EtO-LA (4-azaheptamethylene-1,7-bis(3-ethoxy-
salicylideneiminate), (Fig.19). Large and rigid monodentate ligands like L1a and L1b, which 
also bear substituents capable of forming hydrogen bonds (such as the NH group in L1a), were 
employed to enhance number of aromatic ring interactions, so called  stacking. These, in 
conjunction with pentadentate ligands containing NH groups as hydrogen bond donors and 
phenolic and ethoxy oxygen atoms as acceptors, could potentially mitigate the steric hindrance 
imposed by bulky BPh4

 anions that typically inhibit effective intermolecular interactions. 

Three coordination compounds were synthesized: [Fe(3EtO-LA)(L1a)](BPh4), 
[Fe(3EtO-LA)(L1b)](BPh4), and [Fe(LA)(L1b)](BPh4), abbreviated as 3EtO-LAL1a, 3EtO-
LAL1b, and LAL1b, respectively. Single crystal X-ray diffraction analyses showed that all 
three compounds feature complex cations with a pentadentate Schiff base ligand coordinated to 
a central Fe(III) atom (Fig.19B). The sixth coordination site is filled by a monodentate N-donor 
heterocyclic ligand. The metal–ligand bond lengths, measured at temperatures of 100K for 
3EtO-LAL1a, 190K for 3EtO-LAL1b, and 293K for LAL1b, closely match values typical for 
the LS state. Specifically, the longest bonds were observed between the iron atoms and the 
secondary nitrogen atoms of the pentadentate ligands, measuring 2.0293(19) Å in 3EtO-LAL1a, 
2.0539(16) Å in 3EtO-LAL1b, and 2.0843(15) Å in LAL1b. Comparable lengths were noted 
for the nitrogen atom of the monodentate heterocyclic ligand (2.0105(18) Å for 3EtO-LAL1a, 
2.0497(15) Å for 3EtO-LAL1b, and 2.0990(16) Å for LAL1b). The Fe–N bonds involving 
imino nitrogen atoms were relatively shorter, ranging from 1.98 to 2.01 Å for all three 
structures. The Fe–O bonds were even shorter (1.87 and 1.89 Å).  

The crystal structures of 3EtO-LAL1a, 3EtO-LAL1b, and LAL1b do not exhibit 
hydrogen bonding of notable strength (Fig.19C-E). In 3EtO-LAL1a, the secondary amine 
group engages in an offset N–H···π non-covalent interaction with the aromatic ring of the BPh4

− 
anion. The shortest N···C distance measures 3.446(3) Å. Additionally, the N–H group from 
benzimidazole forms an N–H···π interaction with the aromatic ring of the BPh4

− anion, where 
the N···Cg distance is 3.227(4) Å (Cg denotes the centroid of the ring). In 3EtO-LAL1b, 



39 
 

complex cations interact through highly offset ring–ring interactions, featuring the shortest 
C···C distance of 3.192(3) Å. In LAL1b, the secondary amine group from the complex cation 
forms a weakly offset N–H···π interaction with the aromatic ring of the BPh4

− anion, where the 
shortest N···C distance is 3.713(3) Å.  

The temperature-dependent behavior of the effective magnetic moment for 3EtO-
LAL1a, 3EtO-LAL1b, and LAL1b is presented in Fig.19F. All three compounds experience 
SCO (S = 1/2 → 5/2), initiating at temperatures above approximately 150 K. Notably, this spin 
crossover is not complete even at 300 K, as evidenced by the room temperature values of the 
μeff falling short of the theoretical spin-only value for S = 5/2 and g = 2.0 (5.93 μB). Additionally, 
the low-temperature values of μeff range between approximately 2–3 μB. This suggests that a 
minor fraction of iron(III) complexes remain in the HS state at these temperatures, which was 
also confirmed by field dependent measurements of molar magnetizations. Analysis of the 
magnetic data confirms the low cooperativity of the observed transitions since the observed 
transitions display a gradual and incomplete character. Therefore, we can conclude that 
although we achieved high critical SCO temperatures in the compounds under study—
specifically, T1/2 = 262 K for 3EtO-LAL1a, 239 K for 3EtO-LAL1b, and 365 K for LAL1b—
our design approach was not successful in inducing strong cooperativity among the molecules. 

 

Figure 19 (A) Structural formulas of (a) ligands H2LA (R1 = H) and H23EtO-LA (R1 = O–CH2–
CH3). (B) Depiction of the molecular structures of [Fe(3EtO-LA)(L1a)]+ (a), [Fe(3EtO-LA)(L1b)]+ (b) and 
[Fe(LA)(L1b)]+ (c). The non-covalent interactions (black dashed lines) in [Fe(3EtO-LA)(L1a)](BPh4), (C), 
[Fe(3EtO-LA)(L1b)](BPh4), (D) and [Fe(LA)(L1b)](BPh4), (E). Hydrogen atoms (except for those involved in 
non-covalent interactions) were omitted for clarity. (F): The temperature dependence of the effective magnetic 
moment for [Fe(3EtO-LA)(L1a)](BPh4) (a), [Fe(3EtO-LA)(L1b)](BPh4), (b), and [Fe(LA)(L1b)](BPh4) (c). The 
experimental data are displayed as empty circles, calculated data are displayed as full lines.  
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5.2 Ion-pair complexes of Schiff base Fe(III) cations and complex anions 
As detailed in chapter 3.1, the cations of the form [Fe(4OH-L6)]+ exhibit significant 

potential for the application of crystal engineering techniques aimed at modulating SCO 
phenomenon. In the current study, a variety of complex anions were employed to realize this 
objective. Additionally, deprotonated complex compounds comprising [Fe(4OH-L6)-H] 
molecules were synthesized. In this work we studied crystal structure and magnetic properties 
of the following complexes: [Fe(4OH-L6)][M(L3)2]·H2O (M = Co(III), Cr(III) and Fe(III), 
further abbreviated as FeCo, FeCr and FeFe, respectively, and [Fe(4OH-L6)][Ag(CN)2] 
(FeAg). The abbreviations H2-4OH-L6 and H2L3 stands for N,N′-bis[2,4-dihydroxy-
(benzylideneamino)ethyl]ethane-1,2-diamine and = 2-{(E)-[(2-
hydroxyphenyl)imino]methyl}phenol, respectively. 

Our study focused on Fe(III) complexes with the H2-4OH-L6 ligand for their potential 
in SCO behavior and formation of [Fe(4OH-L6)-2H]− anions. SCO anions are rare and could 
enable multifunctional materials with switchable properties. Despite using highly basic 
solutions, only a mono-deprotonated complex [Fe(4OH-L6)-H)] was obtained, showing 
remarkable stability. This complex endured even in a 1:10 molar ratio with KOH and could be 
isolated as a unique product. Weaker bases produced a side product [Fe(H-4OH-L6)-H]·2H2O, 
which could not be isolated as a pure phase. The complexes: FeCo, FeCr, FeFe and FeAg 
complexes were synthesized by substituting the chloride ion from [Fe(4OH-L6)]Cl using the 
particular complex anions. 

The crystal structures of all reported compounds exhibited bond lengths typical for the 
HS state. The longest M–L bonds are observed between the Fe(III) and secondary amine atoms, 
with distances Varying between 2.20 and 2.26 Å. In contrast, the imine nitrogen atoms form 
shorter Fe–Nim bonds, measured at 2.02 Å and 2.12 Å. The shortest M–L bonds are established 
with the phenolic oxygen atoms, with bond lengths varying between 1.89 and 1.93 Å. The 
coordination polyhedrons in all studied compounds adopt rather distorted octahedral shapes 
with large angular distortions which is also typical for Fe(III) complexes in the HS state. The 
non-covalent interactions are in all compounds governed by dominant hydrogen bonding 
groups such as secondary amine and peripheral hydroxy groups. In both complexes containing 
triply deprotonate ligands (4OH-L6)-H)3- the complex molecules are organized via OH···O 
hydrogen bonding (Fig.20A) and in [Fe(4OH-L6)-H)] the supramolecular substructure is of 
chain type (d(O···O) = 2.504(3) Å), while in [Fe(4OH-L6)-H]·2H2O the helices along the a-axis 
(Fig.20B) are observed (d(O···O) = 2.606(7) Å). The FeCo, FeCr and FeFe compounds are 
isostructural and their crystal structures are organized by formation of supramolecular 
centrosymmetric {[Fe(4OH-L6)]+}2 dimers held by - stacking and NH···O hydrogen 
bonding. The peripheral hydroxy groups are forming relatively strong OH···O hydrogen 
bonding (d(O···O) ~ 2.6 Å) with phenolic oxygen atoms of the [M(L3)2] complex anions 
(Fig.20C). The overall supramolecular structure can be described as ladder-like with [Fe(4OH-
L6)]+ rungs. In the FeAg complex the [Fe(H2-4OH-L6)]+ cations are organized into two 
interpenetrating supramolecular networks (Fig.20D). Each network is formed by N–H···N and 
O–H···N hydrogen bonds in which the secondary amine and peripheral hydroxyl groups of the 
[Fe(4OH-L6)]+ molecules act as hydrogen bonding donors, while the nitrogen atoms from the 
cyanido ligands act as acceptors of the bifurcated hydrogen bond. The O–H···N hydrogen bond 
is significantly stronger than N–H···N (d(N···N) = 3.178(3) Å, d(O···N) = 2.753(3) Å). 

The magnetic revealed that in the range between 1.9-300K, either [Fe(4OH-L6)-H] 
molecules or [Fe(4OH-L6)]+ cations remain in the HS state throughout the entire measured 
temperature range for all studied compounds. The magnetic data were fitted using a spin 
Hamiltonian that includes ZFS terms (Fig.20E). The results revealed that all Fe(III) molecules 
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possess very low magnetic anisotropy, exhibiting |D| values lower than 1.2 cm-1. In the case of 
the FeCr and FeFe compounds, the magnetic anisotropy of the anionic counterparts is also very 
low. The BS-DFT calculations revealed that in the FeCr, FeFe and FeAg compounds, weak 
antiferromagnetic interactions (J = 0.05 - 1.84 cm-1) mediated by non-covalent interactions 
could be observed. However, to achieve sufficiently good fit of the magnetic data, it was not 
necessary to involve exchange term. The CASSCF/NEVPT2 calculations correctly predicted 
spin states in the case of all the complexes and confirmed observation of only low magnetic 
anisotropy.  

 

 

Figure 20 (A) A perspective view of the chain crystal packing motif in [Fe(4OH-L6)-H)] complex. 
(B) helical chain substructure in [Fe(4OH-L6)-H)]·2H2O compound. (C) Packing motifs in FeCo, FeCr and FeFe 
compounds. (D) Two interpenetrating supramolecular substructures (differentiated by violet and yellow colors) 
in FeAg compound. (E) Magnetic data measured for te FeCo, FeCr, FeFe and FeAg compounds. 
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5.3 Variation of Spin-Transition Temperature in the Iron (III) Complex 
Induced by Different Compositions of the Crystallization Solvent  

The tunability of SCO materials is crucial for various applications. Key parameters such 
as thermal hysteresis width and transition temperature can be modified through strategies such 
as solvent changes, anion selection, side substituent choice, metal dilution, and post-synthetic 
anion metathesis. In this study, we focused on a new Fe(III) SCO complex with a pentadentate 
Schiff base ligand (H23,5Cl-L5, N,N'-bis(1-hydroxy-3,5-dichloro-2-benzylidene)-1,6-diamino-
4-azahexane) that exhibited a 24 K wide thermal hysteresis. Our work primarily aimed to fill 
the research gap left by the original study, which did not delve into the noncovalent interactions 
during spin transition. We conducted extensive theoretical and experimental investigations on 
the LS and HS crystal structures of the complex to better understand the wide thermal hysteresis 
observed. In the crystal structure of the complex, a reorganization of noncovalent interactions 
(H···Cl and Cl···Cl) occurs upon spin transition. This reorganization could potentially account 
for the wide thermal hysteresis observed. A comparison of the LS and HS structural fragments 
are illustrated in Fig.21 and Fig.22. 

 

LS HS 

  
  

 

 

 

 
Figure 21 A perspective view at views along particular axes of the Bravais cells in the LS (left 

column) and HS (right column) crystal structures of [Fe(3,5Cl-L5)(NCSe)] complex. 

 

One can easily recognize with the naked eye the changes between the crystal structures 
of the LS and HS state. The complex molecule changes the angle SCO between the least square 
planes of the aromatic rings upon from 78.0° in the LS crystal structure to 75.4° in the HS 
crystal structure. Although this is a substantial change within the group of [Fe(L5)(L1)] SCO 
complexes, even more noticeable are the changes in interactions and the mutual positioning of 
the molecules in the crystal lattice. SCO in the studied compound does not result in symmetry 
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breaking, as both LS and HS phases retain the same space group (P21/n). However, the changes 
observed in the crystal structures are attributable not only to the alteration of molecular shape 
but also to the rotation and movement of the complex molecules, as presented in Fig.21. 

 

 

Figure 22 A perspective view at selected structural fragments of the LS (left column) and HS (right 
column) crystal structures of the [Fe(3,5Cl-L5)(NCSe)] complex. Non-covalent interactions are depicted only for 
pairs of atoms adopting their distance shorter than sum of their van der Waals radii +0.1Å and they were depicted 
by black dashed lines. Their selected distances (in Å, LS;HS): d(H17···Cl3) = 2.77(9); 2.82(6). d(H2···H17) = 
2.20(10); 2.42(7), d(H2···C17) = 2.63(9); 2.77(5), d(H2···Cl4) = 4.27(8); 2.90(6), d(Cl1···C15) = 3.447(8); 
3.509(5), d(Cl1···Cl1) = 3.345(3); 3.537(2). 

 

The changes in the intermolecular interactions between the LS and HS phases were 
studied by QT-AIM. Only the interactions in which the distance of the interacting atoms is 
equal or shorter than the sum of van der Waals radii +0.1 Å are shown in Fig.22. Indeed, the 
QT-AIM calculations revealed much richer interaction landscape, however, most of the 
interactions are of a rather weak character (Eint < 1 kcal.mol-1). All the interactions fulfill 
conditions for non-covalency as based on values of the topology and energetic parameters 
(existence of bond paths with (3,-1) CPs, ∇ ρ(r) > 0, he(r) < 0, V(r)/G(r) < 1) and the 
corresponding interaction energies were evaluated based on virial (Eint = V(r)/2). The most 
pronounced changes were observed for supramolecular dimers formed by interactions 
involving secondary amine groups (Fig.22 middle row) and mutual interactions of the 
peripheral Cl atoms (Fig.22 below). 

In the supramolecular dimer based on the hydrogen bonding of the secondary amine 
group in the HS state, the interaction with the largest Eint is that between the amine group and 
the chlorine atom at the fifth position (Eint = 1.22 kcal.mol-1, Fig.22 middle row right). In the 
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LS state this interaction is weaker (Eint = 0.87 kcal.mol-1) and due to the reorientation of the 
complex molecules, a different dominant interaction arises (Fig.23A), taking place between the 
amino group and the hydrogen atom attached to the carbon atom in the 4th position of the 
neighboring complex molecule (Eint = 1.54 kcal.mol-1). In the HS structure, the bond pathway 
occurs directly between the amine hydrogen atom and carbon atom in the 4th position, and the 
interaction is relatively weak (Eint = 0.88 kcal.mol-1). The NH···Cl interaction is also present 
in the LS structure (Fig.23A), but remarkably not with chlorine atom in the fifth position, but 
in the third; this interaction is similarly weak (Eint = 0.87 kcal.mol-1).  

 

 

Figure 23 The full atomic connectivity graphs of the selected fragments of the [Fe(3,5Cl-
L5)(NCSe)] complex. The orange dots denote (3, -1) CPs of (r). Bond paths of noncovalent interactions are 
shown by dashed lines. 

Significant alterations are also noted in the interactions between the aromatic rings 
(Fig.23C). In the HS structure, the rings are offset, with bond paths forming between the carbon 
atoms at positions 2 and 3 (Eint = 0.65 kcal·mol−1), between the phenolic oxygen and the carbon 
atom at position 4 (Eint = 0.60 kcal·mol−1), and between the carbon atom at position 1 and the 
chlorine atom at position 3 (Eint = 0.85 kcal·mol−1). In contrast, the LS state exhibits only a 
single weak bond path between the chlorine atom at position 3 and phenolic oxygen atoms (Eint 
= 0.43 kcal·mol−1). Additional reorganization of non-covalent contacts upon SCO is evident 
in interactions involving chlorine atoms (Fig.22, top and bottom, Fig.23B). The hydrogen 
bonding that includes aromatic CH groups at position 4 and chlorine atoms at position 3 forms 
a centrosymmetric pair of CH···Cl hydrogen bonds in the LS phase (Eint = 1.50 kcal·mol−1). 
The HS state presents a more complex scenario (Fig.23B): these hydrogen bonds are slightly 
weaker (Eint = 1.50 kcal·mol−1), but new interactions emerge. The hydrogen atom at position 4 
forms a weak H···H contact (Eint = 0.58 kcal·mol−1), and the chlorine atoms at positions 3 and 
5 form an additional weak contact (Eint = 0.54 kcal·mol−1). Another case is the centrosymmetric 
Cl···Cl interaction between chlorine atoms at position 3 (Fig.22, bottom). This interaction 
weakens in the HS phase (0.74 kcal·mol−1, Fig.23D) compared to the LS phase (1.30 
kcal·mol−1). However, the formation of this interaction is associated in both states with the 
development of a Cl···C interaction involving the carbon atom of the aromatic ring, where the 
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trend is reversed (1.12 kcal·mol−1in the HS phase versus 0.82 kcal·mol−1 in the LS phase). When 
examining the non-centrosymmetric Cl···Cl interaction between chlorine atoms at positions 3 
and 5, Eint is higher in the LS phase (1.15 kcal·mol−1) than in the HS phase (0.87 kcal·mol−1). 

In summary, the investigations conducted using QT-AIM topological and energetic 
analysis clearly demonstrate significant differences in the non-covalent interactions between 
the LS and HS phases. These distinctions are believed to be the underlying cause of the thermal 
hysteresis observed in the [Fe(3,5-Cl-L5)(NCSe)] complex and SCO compounds broadly. 
Employing such a method lays a solid foundation for the systematic study of cooperativity, a 
phenomenon that remains inadequately explained thus far. The findings reported herein are 
novel and will be included in a forthcoming publication that is currently under preparation. 

Recently, we have already published another interesting feature of the [Fe(3,5Cl-
L5)(NCSe)] complex. In the original report, the authors produced [Fe(3,5-Cl-L5)(NCSe)], 
(1ClCL). through a reaction of [Fe(3,5-Cl-L5)Cl] with KNCSe in pure methanol using an 
ultrasonic bath. We replicated these conditions but replaced the ultrasonic bath with a standard 
magnetic stirrer. This approach led to the formation of a brown microcrystalline powder, which 
we removed via filtration using a paper filter. To prepare single crystals suitable for X-ray 
diffraction, we used the mother liquor that was left after filtration and allowed it to crystallize 
at a constant temperature. After several days, we obtained thin, needle-like crystals. Initially, 
we collected diffraction data at 150 K to observe the high-spin state, and then we attempted to 
measure the low-spin state crystal structure at 90 K, as was performed in the original study. 
Upon measurement, to our surprise we discovered that the crystal structure determined at 90K 
exhibited the same metal-ligand bond lengths and unit cell parameters as those observed in the 
HS phase. This finding did not align with the previously reported magnetic properties. 
Consequently, we examined the temperature dependence of the magnetic moment (μeff/μB) for 
both the needle-like crystals (1ClCL_Φ1) and the microcrystalline powder precipitate 
(1ClCL_Φ1p). These tests confirmed the existence of an SCO phenomenon with thermal 
hysteresis for both fractions; however, the critical temperatures for the transition between LS 
and HS states, as well as the magnetic profiles, differed between these two. The 1ClCL_Φ1 batch 
exhibited much lower T1/2 (72↓ and 96↑ K, ΔT = 24 K) than 1ClCL_Φ1p (106↓ and 129↑ K, ΔI 
= 23 K). Powder X-ray diffraction undoubtedly confirmed that both samples were the same 
crystallographic phase identical to the HS structure of 1ClCL.  

In response to this compelling discrepancy, we delved deeper into the investigation. 
Magnetic measurements indicated a lower T1/2 in crystals that had grown over a period 
exceeding five days, whereas the higher T1/2 corresponded to the precipitate. This led to the 
hypothesis that the varying T1/2 values might be linked to the crystallinity, which in turn is 
influenced by the crystallization duration. To explore this, we adjusted the crystallization time 
by changing the solvent composition from pure CH3OH to mixtures increasingly rich in CHCl3. 
The latter was chosen for its inability to form solvates with 1ClCL and for its excellent solubility 
of 1ClCL, as well as its high vapor pressure, which enables faster evaporation of solutions with 
CHCl3 compared to those with pure CH3OH. Four different crystallization mixtures with a 
different volume fraction Φ of CH3OH were prepared (Φ = 0.83, 0.50, 0.25 and 0.05), and the 
corresponding crystalline samples (1ClCL_Φ0.83, 1ClCL_Φ0.50, 1ClCL_Φ0.25, 1ClCL_Φ0.05) 
were obtained. In the case of the solutions with Φ > 0.5 also microcrystalline precipitates 
1ClCL_Φ0.83p (besides already prepared 1ClCL_Φ1p) were obtained and were included into this 
study.  
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Figure 24 (A) The temperature dependence of the effective magnetic moment measured for the 
crystalline samples of 1ClCl (Top). Temperature dependence the high-spin molar fraction xHS according to ISM 
(Bottom). (B) Plot of T1/2↓ versus crystallization rate (A). The colored boxes are used to highlight the crystallization 
rate, with a lighter color indicating slower crystallization. The plots of Rint vs T1/2↓ (B), e3 vs T1/2↓ (C), and eavg vs 
T1/2↓ (D). The value of eavg was calculated as the arithmetic average of components e1, e2, and e3. In all plots, the 
T1/2↓ value of crystals that remained in the high spin phase down to 80 K was assigned as 70 K for visualization 
purposes. 

The optimal quality crystals were yielded from batch 1ClCL_Φ0.25. From this batch, we 
selected a single crystal to measure both the LS and HS crystal structures, employing single 
crystal X-ray diffraction to monitor the SCO phenomenon. Our experimental procedure started 
at 140 K, where we collected diffraction data sets at various temperatures during both cooling 
and heating cycles. A notable alteration in the diffraction quality was observed at 116 K during 
the cooling process, marking the T1/2↓ temperature. The crystal structure of 1ClCL_Φ0.25 at 116 
K (1ClCL_Φ0.25@↓116K) revealed M-L bond lengths that were significantly shorter than those 
observed at higher temperatures, aligning closely with the LS structure of compound 1ClCL 
reported in the original report. Subsequent cooling to 108 K did not yield significant changes 
in the M-L bond lengths or unit cell parameters, indicating that the complete HS to LS transition 
occurred between 116 K and 117 K. During the heating phase, the LS to HS transition was 
detected between 133 K (LS) and 135 K (HS), with data at 134 K proving unobtainable due to 
poor quality. An attempt to cycle another SCO thermal process was made; however, the crystal 
cracked upon further cooling. From these measurements, it was confirmed that 1ClCL_Φ0.25 
undergoes a thermally induced SCO with an 18 K hysteresis width, presuming T1/2↑ is at 134 
K. This discovery does not corroborate the magnetic findings reported in the original paper, and 
it also shows discrepancies with the magnetic measurements taken for 1ClCL_Φ1p. 

Magnetic measurements (Fig.24A) were conducted on all prepared batches, confirming 
that each sample exhibited thermally induced SCO. Notably, batches synthesized using a 
methanol-rich mixture demonstrated hysteretic loops at lower temperatures, while those with 
greater proportions of CHCl3 displayed loops at higher temperatures. There was also an 
observable shift in the hysteretic loops between batches 1ClCL_Φ0.83 and 1ClCL_Φ1; however, 
their corresponding precipitates, 1ClCL_Φ0.83p and 1ClCL_Φ1p, did not exhibit a substantial 
difference in T1/2.The loops for the batches with the highest CHCl3 content, specifically 
1ClCL_Φ0.25 and 1ClCL_Φ0.05, showed great similarity and had the highest recorded T1/2 
values. Significantly, the atomic coordinates of the non-hydrogen atoms in the HS crystal 
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structure of 1ClCL_Φ1 at 90 K were almost identical to those in 1ClCL_Φ0.25 at 130 K, 
suggesting that the difference in T1/2 is not due to changes in the crystal structures.  

The analysis of magnetic data was conducted using an Ising-like model (ISM) with a 
Gaussian distribution for the cooperativity parameter (Fig.24A). Additionally, we explored 
theoretically the influence of different solvents on the molecular geometry and the energy states 
of the LS and HS isomers of 1ClCL through DFT calculations. However, these theoretical 
investigations did not clarify the cause of the variations in magnetic behavior observed. Should 
the theoretical calculations hold true, it appears more plausible that the phenomena in question 
are not dictated by thermodynamic principles, but rather by the kinetics of crystal growth for 
compound 1ClCL in the presence of varying concentrations of chloroform and methanol in the 
crystallization solutions. Consequently, it seems that the crystalline material's quality and its 
SCO characteristics are indeed influenced by the solvent mixture, although the solvent 
molecules themselves do not become incorporated into the crystal structure.  

To validate our hypothesis, which posits a correlation between parameters such as 
crystal mosaicity and the observed magnetic behavior, we initiated the preparation of various 
batches of 1ClCL, each crystallized at different rates. As previously mentioned, the best quality 
crystals were produced in the 1ClCL_Φ0.25 batch. Nonetheless, batches that crystallized from 
solutions with a predominant chloroform fraction (Φ0.25 and Φ0.05) displayed nearly identical 
magnetic properties. Therefore, our strategy involved crystallizing 1ClCL from Φ0.5 and Φ0.83 
solutions. It is important to note that the batches 1ClCL_Φ0.5 and 1ClCL_Φ0.83 exhibit different 
T1/2↓ values (114 K for 1ClCL_Φ0.5 and 103 K for 1ClCL_Φ0.83). Moreover, their spin transition 
upon cooling is within the operational range of standard commercial cryogenic equipment 
(above 80 K), making them suitable subjects for our study. 

The crystals under investigation are exceptionally thin, with typical dimensions of 
approximately 0.05 mm in two axes, and they possess a needle-like morphology, often growing 
in clumps of overlapping individuals. These characteristics pose significant challenges in 
analyzing a statistically significant number of crystallites within a feasible timeframe for 
measurements. Consequently, we managed to perform measurements on a limited set of 14 
single crystals. It is crucial to emphasize that the bulk of the crystals synthesized were not 
appropriate for single-crystal studies. Therefore, the results we present are representative solely 
of those select crystals that fulfilled the stringent requirements for such experiments. 

The obtained findings corroborate our hypothesis that the rate of crystallization 
influences both the quality of the crystals and the T1/2↓ values. Crystals that were crystallized 
under "fast" and "slow" conditions exhibited T1/2↓ values exceeding 100 K. In contrast, those 
that crystallized "very slowly" demonstrated T1/2↓ values below 90 K, with the majority 
presenting T1/2↓ values even beneath 80 K.  

The first approach to assess the quality of the crystals, we examined the internal 
agreement among symmetry-equivalent reflections (Fig.24B), referred to as Rint, within the 
crystals studied. While there does not appear to be a strong correlation between T1/2↓ values and 
Rint, there is a noticeable trend where crystals with lower T1/2↓ values tend to exhibit higher Rint 
values, and conversely, those with higher T1/2↓ values tend to have lower Rint values. The 
CrysAlisPro software determines the mosaicity along three axes (e1, e2, and e3) by applying a 
Gaussian function to the peak profile. Although these parameters do not provide a direct 
measurement of mosaicity, variations in e1, e2, and e3 values can serve as indicators of changes 
in a crystal's mosaicity and, by extension, its overall quality. Our findings indicated a modest 
fluctuation in the e2 value across different measurements (ranging from 0.76 to 0.96 degrees), 
while more significant variations were seen for e1 (ranging from 0.75 to 2.61 degrees) and e3 
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(ranging from 0.71 to 1.66 degrees). Consistent with previous studies, we assessed mosaicity 
using the e3 value and the arithmetic mean (eavg) of the three components, e1, e2, and e3, as 
outlined in our earlier work. Similar to the observations with Rint, no strong linear correlation 
was evident between eavg and e3 and the T1/2↓values; however, a general trend was observed 
where crystals with higher T1/2↓values exhibited lower mosaicity values for eavg and e3, and the 
reverse was true for crystals with lower T1/2↓ values. 

In conclusion, this study reveals solvent-driven variations in the spin-transition 
temperature of SCO for compound [Fe(3,5-Cl-L5)(NCSe)], a phenomenon not previously 
documented. Our research indicates that the crystallization rate significantly influences the SCO 
critical temperatures. Crystallization extending beyond seven days, particularly with Φ0.5 and 
Φ0.83 solutions, generates crystals with low SCO critical temperatures (T1/2↓ under 90 K). 
Conversely, crystals formed within a shorter span, under four days, exhibit higher T1/2↓ values, 
over 100 K. X-ray diffraction analysis implies that crystals with lower T1/2↓ values tend to 
display increased mosaicity and Rint, suggesting inferior quality relative to those with elevated 
T1/2↓ values. These findings pose a crucial question regarding the overarching relationship 
between crystal quality and SCO behavior. Should these observations be applicable across 
various SCO compounds, additional factors such as crystallization rate and crystal quality may 
need to be integrated into the analysis of magnetic behavior of such compounds. 
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CHAPTER 6: CONCLUSION AND PERSPECTIVE 
In this thesis, I aimed to illustrate my evolution from a magnetochemist with a 

solid foundation in crystallography to a researcher who employs methods of quantum 
crystallography in his research. To date, these methods have been theoretical; however, 
I plan to incorporate experimental techniques, such as experimental X-ray charge 
density studies, in my forthcoming research endeavors.  

My scientific inquiries have focused on two types of magnetically bistable 
molecular materials: single ion magnets (SIMs) and spin crossover (SCO) compounds. 
Despite both types exhibiting magnetic bistability, their underlying mechanisms differ. 
In SIMs, the magnetic anisotropy, which is heavily influenced by the ligand field 
symmetry, plays a crucial role. On the other hand, SCO compounds’ bistability arises 
from the dynamic balance between different spin states, which is highly responsive to 
external environmental conditions and molecular interactions within the crystal. 

In the realm of SIMs, intermolecular interactions typically hinder magnetic 
relaxation, making the precise assessment of coordination bonds and non-covalent 
interactions imperative. The Quantum Theory of Atoms in Molecules (Q-TAIM) has 
proven indispensable for dissecting the coordination environment and for providing a 
deep understanding of the stabilizing interactions in these complexes. A novel strategy 
that emerged from our research is the integration of semi-coordination in SIM design, a 
concept born from initial experiments with a cobalt thiocyanido complex, as I discuss 
in Chapter 4.5. This discovery led to further explorations, such as our work on cobalt(II) 
nitrate complexes presented in Section 4.6, where we used QT-AIM to study variations 
in nitrate ligand binding modes and their impacts on the ligand field. 

A significant development in our SIMs research has been the synthesis of stable 
Co(II) SIMs with semi-coordination to a pyridine nitrogen atom. These SIMs have been 
deposited as thin films by thermal evaporation, as outlined in section 4.7 of this thesis. 
Notably, these films exhibit chemical stability in the absence of an inert atmosphere, 
which facilitates extensive studies of SIM films on functional surfaces. This 
development is crucial, as it allows for an in-depth examination of the magnetic and 
electronic properties at the molecular scale, as well as the interactions of these molecules 
with various substrates. Insights gained from this research are fundamental for the 
progress of applications in areas such as memory storage, sensing devices, and quantum 
computing. 

In the realm of SCO compounds, my research has been devoted to influencing 
the degree of cooperativity through chemical modification. Cooperativity is a key factor 
in determining the interaction strength between SCO molecules, with enhanced 
cooperativity resulting in more defined spin transitions and the presence of thermal 
hysteresis. Initially, I introduced bulky monodentate ligands to foster ring-ring 
interactions, which were thought to increase cooperativity in SCO systems. This 
hypothesis was tested on systems typically exhibiting non-cooperative behavior with 
the intention of inducing cooperative SCO properties. However, as documented in 
section 5.1, the results did not align with our expectations. Pursuing a different strategy, 
I engaged in crystal engineering to construct systems with peripheral hydroxy groups 
and complex anions, thereby creating a matrix rich in non-covalent interactions. Despite 
the promising design, the synthesized compounds did not demonstrate the anticipated 
SCO behavior, as described in section 5.2. 
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In chapter 5.3 of my thesis, the initial focus is on a QT-AIM study of non-
covalent interactions and their varying strengths between the LS and HS states of an 
previously reported highly cooperative SCO complex. This section is distinctive within 
the thesis, as it diverges from reviewing previously published papers and instead 
introduces research that is forthcoming. The inclusion of this QT-AIM study 
underscores its potential to further our understanding of SCO cooperativity and the 
factors that contribute to thermal hysteresis. This approach, while demanding, promises 
to expand our comprehension of the intricate SCO phenomena in the years ahead. 

Following this is a thorough investigation into the same system, which revealed 
that its magnetic properties are significantly influenced by the crystallization rate. This 
influence is observed as noticeable variations in the critical temperature of the spin 
transition and the width of thermal hysteresis. These findings suggest that factors such 
as crystallization rate and crystal quality may be crucial in the analysis of the magnetic 
characteristics of other SCO compounds. 
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R. Herchel, b I. Nemec *a,b and P. Neugebauer a

Herein, we report on investigations of magnetic and spectroscopic properties of three heterobimetallic

Fe(II)–Co(II) coordination compounds based on the tetracoordinate {CoP2X2} core encapsulated by dppf

metalloligand, where X = Cl (1), Br (2), I (3), dppf = 1,1’-ferrocenediyl -bis(diphenylphosphine). The analysis

of static magnetic data has revealed the presence of axial magnetic anisotropy in compounds (1) and (2)

and this was further confirmed by high-frequency electron spin resonance (HF-ESR) spectroscopy.

Dynamic magnetic data confirmed that (1) and (2) behave as field-induced Single-Ion Magnets (SIMs).

Together with bulk studies, we have also tested the possibility of depositing (2) as thick films on Au(111),

glass, and polymeric acetate by drop-casting as well as thermal sublimation, a key aspect for the develop-

ment of future devices embedding these magnetic objects.

Introduction

Single-Molecule Magnets (SMMs) feature magnetic bistability
at low temperature1 due to the intrinsic energy barrier (U),
which is a function of the total spin in the ground state (S)
and the axial parameter of the molecular anisotropy (D): U =
|D| × S2 for integer spins and U = |D| × (S2 − 1/4) for non-
integer spins, under the condition that the magnetic an-
isotropy is axial −D < 0. However, it has been reported that D is
inversely dependent on S2 as can be extracted from the
relationships describing spin–orbit contributions to D-tensor.2

Therefore, in parallel with a growing interest in the use of
SMM archetypes for the exploration of innovative devices for
spintronics3 and quantum computing,4 research efforts in
recent decades have been concentrated on maximising the
magnetic anisotropy in novel molecular systems, and thus the

dynamic magnetic properties of transition metal-ion and rare-
earth-based complexes.5 As a result, a plethora of 3d or 4f
SMMs with one paramagnetic metal centre, called Single-Ion
Magnets (SIMs), have been reported,6 including one with the
highest blocking temperature, exceeding the temperature of
liquid nitrogen.7 Among the group of 3d SIMs, the Co(II) com-
pounds are the most abundant and the SMM phenomenon
was reported for a great variety of the coordination numbers
and geometries such as tetracoordinate,8 pentacoordinate,9

hexacoordinate,10 heptacoordinate11 or even octacoordinate.12

In these compounds, the ground spin state is split by strong
spin–orbit coupling into two Kramers doublets (|3/2, ±1/2〉 and
|3/2, ±3/2〉), which are separated by the energy equal to
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 3E2
p

. In the case of tetracoordinate Co(II) compounds
with the general formula [Co(LN/P)2(L1)2] or [Co(LN/P)(L1)2],
where LN/P represents mono or bidentate N- or P-donor ligands
and L1 is halido or pseudohalido ligands, a magneto-struc-
tural correlation was established by Boča and co-workers in
2013.13 It reads δ = 2αTd − (α), where αTd is the angle of the
ideal tetrahedron (109.5°), α is the angle between the two
Co–N/P bonds. Despite some limitations,14 this relationship
has proved to be successful in the prediction of sign and mag-
nitude of D, such that more negative/positive δ should lead to
more negative/positive value of D. Therefore, our attention has
focused on compounds with rather large and negative para-
meter δ and these were further investigated for their static and
dynamic magnetic properties.14,15 Therefore, we opted to
investigate the compound [CoCl2(dppf)] as a suitable SIM can-
didate, where dppf represents the 1,1′-ferrocenediyl-bis
(diphenylphosphine). This complex can be prepared by the

†Electronic supplementary information (ESI) available: Crystallographic data,
temperature dependence in HF-ESR spectra, static magnetic data measured for
two batches of 3, dynamic magnetic properties at zero magnetic field, Debye’s
model parameters, CASSCF/NEVPT2 calculations comparison, individual contri-
butions to D-tensor, UV-VIS solution spectra comparison, XPS spectra compari-
son, XRPD data. CCDC 1998989–1998991. For ESI and crystallographic data in
CIF or other electronic format see DOI: 10.1039/d0dt01512a
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cDepartment of Chemistry “Ugo Schiff”, University of Florence and INSTM Research
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dInstitute of Physical Chemistry, University of Stuttgart, Pfaffenwaldring 55,
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reaction between dppf and CoCl2 where both dppf and the
resulting product [CoCl2(dppf)] are very well known,
thoroughly studied (besides magnetic properties)16 and even
commercially available coordination compounds.17 The crystal
structure of [CoCl2(dppf)] was reported in 199918 and this com-
pound has tetracoordinate {CoP2Cl2} arrangement with δ =
−4.8°. Therefore, according to the magneto-structural corre-
lation by Boča et al.,10 it should possess negative D.
Furthermore, having in mind influence of the intermolecular
interactions which often effectively decrease U,19 giving also
the rise to other relaxation channels,20 another structural prop-
erty of [CoCl2(dppf)] must be emphasised. The crystal structure
of this compound is composed of the complex molecules con-
nected only by weak C–H⋯π and C–H⋯Cl non-covalent inter-
actions (Scheme 1).

Due to the bulkiness of the dppf metalloligand, these inter-
actions are organised in a way (vide infra) that they cannot
effectively transmit even very weak exchange interactions. The
shortest Co⋯Co separations are longer than 9.6 Å assuring

that also dipolar interactions between the Co(II) atoms are neg-
ligible. Therefore, we decided to study the static and dynamic
magnetic properties of the compound [CoCl2(dppf)], (1),
together with the bromido [CoBr2(dppf)], (2) and iodido
[CoI2(dppf)], (3) analogues. The precise determination of the
magnetic anisotropy parameters was performed by High-
Frequency and -Field Electron Spin Resonance (HF-ESR)
measurements. We also focused our synthetic strategy on the
preparation of the single crystals of compounds 2 and 3 and
the determination of their crystal structures by the X-ray diffr-
action. The analysis of the experimental data was supported by
ab initio calculations (CASSCF/NEVPT2). Furthermore, we
tested the deposition21 of thick films of these complexes on
surfaces via both thermal sublimation and wet-chemistry-
based protocols.

Results and discussion
Crystal structure

Crystal structure of the compound 1 was reported previously
(T = 293 K),15 here we report on its re-determination at a lower
temperature (T = 150 K) and determination of the new struc-
tures of the bromide (2) and iodide (3) analogues. Compounds
1 and 2 are isostructural, both crystallising in the triclinic
space group P1̄ (see ESI, Table S1†). Compound 3 crystallises
in the monoclinic space group P21. All three complexes
contain dinuclear [CoX2(dppf)] molecules in their crystal struc-
tures. In these, the Fe(II) centres are coordinated by two cyclo-
pentadienyl rings (Cp) in the almost eclipsed geometry (Fig. 1)
and they are rotated by only 9.3(2)° (1), 9.1(1)° (2) and 0.2(4)°
(3) as based on the P–C⋯C–P torsion angle of two Cp–P moi-
eties. The Cp rings are tilted by 6.3° (1), 6.3° (2) and 6° (3). The
dppf metalloligand coordinates the Co(II) centre by two

Scheme 1 Drawing of the molecular structure of compounds 1–3, X
stands for halido ligands (X = Cl in 1, Br in 2 and I in 3). Ph stands for the
phenyl rings.

Fig. 1 Molecular structures of 1 (a), 2 (b) and 3 (c). Selected metal–ligand bond distances (in Å) and angles (in °): in 1, Co1–P1 = 2.3632(10), Co1–P2
= 2.3517(10), Co1–Cl1 = 2.2353(9), Co1–Cl2 = 2.2229(10), Cl1–Co1–Cl2 = 116.14(4), P1–Co1–P2 = 108.17(4), Cl2–Co1–P2 = 113.03(4), Cl1–Co1–P2
= 98.59(4), Cl2–Co1–P1 = 110.74(4), Cl1–Co1–P1 = 109.39(4); in 2, Co1–P1 = 2.3527(9), Co1–P2 = 2.3758(9), Co1–Br1 = 2.3874(6), Co1–Br2 =
2.3640(6), P1–Co1–P2 = 108.65(2), Br1–Co1–Br2 = 114.874(19), P1–Co1–Br2 = 112.78(3), Br2–Co1–P2 = 111.16(2), P1–Co1–Br1 = 97.76(2), P2–
Co1–Br1 = 110.81(3); in 3, Co1–P1 = 2.3648(13), Co1–P2 = 2.3423(13), Co1–I1 = 2.5596(6), Co1–I2 = 2.5581(6), P1–Co1–P2 = 106.31(5), I1–Co1–I2 =
116.82(2), P2–Co1–I2 = 107.41(4), P1–Co1–I2 = 102.70(4), P2–Co1–I1 = 106.19(4), P1–Co1–I1 = 116.70(4).
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diphenylphosphine groups which together with coordination
of two other halide ligands lead to the formation of the P2X2

coordination sphere.
The geometry around the Co(II) centres can be described as

distorted tetrahedral (continuous shape measures indexes22

for Td: 0.356 in 1, 0.399 in 2 and 0.637 in 3) with the P–Co–P,
P–Co–X and X–Co–X angles deviating significantly from the
ideal tetrahedron with the largest deviation observed for the
X–Co–X angles (in °): 116.14(4) in 1, 114.87(2) in 2 and
116.82(4) in 3. The P–Co–P angles are much closer to the ideal
tetrahedral angle (109.5, all values in °): 108.17(4) in 1,
108.65(2) in 2 and 106.31(5) in 3. The distortion from ideal
tetrahedron is not only of angular character, but also the bond
lengths significantly differ. The Co–P bonds in 1–3 adopt
lengths ranging from 2.35 to 2.37 Å, whereas the Co–X bond
lengths vary within a series significantly (in Å): 2.2229(10) and
2.2353(9) in 1, 2.3874(6) and 2.3640(6) in 2 and 2.5596(6) and
2.5581(6) in 3. The non-covalent interactions in 1–3 are of very
weak character represented only by the C–H⋯X and C–H⋯π
contacts. Furthermore, the closest Co⋯Co distances are
9.609(1) Å in 1, 9.680(3) Å in 2 and 8.9206(8) Å in 3. Therefore,
the presence of the magnetic exchange or dipolar interactions
cannot be expected.

Electron spin resonance

We acquired HF-ESR spectra at four frequencies: 270 GHz, 320
GHz, 360 GHz, and 380 GHz while sweeping the magnetic
field from 0–15 T at temperature of 5 K. By these measure-
ments we were able to correlate g-tensor values and zero-field
splitting parameters from ab initio simulations with HF-ESR
measurements. The best fit for 1 (Fig. 2 top) was found for D =
−12.0 cm−1 with E/D = 0.106, and gx = 2.20, gy = 2.20, gz = 2.28;
for 2 (Fig. 2 bottom) was found for D = −11.2 cm−1 with E/D =
0.090, and gx = 2.22, gy = 2.22, gz = 2.31. For 1 and 2 we have
also acquired HF-ESR spectra at 10 K, 20 K, and 40 K (see ESI,
Fig. S1 and S2†).

Static magnetic properties

The temperature and field-dependent magnetic data were col-
lected and analysed for compounds 1–2. We were not success-
ful in obtaining the pure phase of compound 3 as was con-
firmed by measurements of elemental analysis, X-ray powder
diffraction and magnetic data (vide infra). We believe that
partial decomposition of 3 occurred, as can be judged from
outward reddish-brown and inner green colours of obtained
crystals. Therefore, we briefly describe and discuss magnetic
data of 3 only to draw the attention to potential issues with
surprisingly large D parameters of Co(II) tetracoordinate com-
plexes with iodide ligands.

The temperature dependencies of the effective magnetic
moment (μeff/μB) are similar for 1–2, adopting values
(4.4–4.5μB) larger than spin only value for Co(II) with e4 t2

3 con-
figuration in tetrahedral symmetry of the coordination polyhe-
dron (g = 2.0, S = 3/2, μeff/μB = 3.87). The μeff value was almost
constant to ca. 20 K and then decrease to ca. 3.5 (1) and
3.7 (2) μB was observed. With respect to the crystal structures

of 1–2 compounds as discussed above, we can conclude that
there are no covalent or non-covalent magnetic exchange path-
ways, which could be responsible for mediation of weak anti-
ferromagnetic interactions. Hence, the observed decreases of
μeff can only be attributed to the occurrence of the zero-field
splitting (ZFS), and thus magnetic anisotropy. Therefore, the
magnetic data were fitted for spin Hamiltonian including axial
and rhombic ZFS terms:

Ĥ ¼ DðŜz2 � Ŝ 2=3Þ þ EðŜx2 � Ŝy2Þ þ μBBgŜa ð1Þ

where D and E are the single-ion axial and rhombic ZFS para-
meters and the last term is Zeeman term defined in the direc-
tion of a magnetic field as Ba = B(sin(θ) cos(φ), sin(θ) sin(φ),
cos(θ)) with the help of the polar coordinates.

Next, the molar magnetisation in a-direction of the mag-
netic field was numerically calculated as:

Ma ¼ NAkT
d ln Z
dBa

ð2Þ

where Z is the partition function constructed from the energy
levels of the spin Hamiltonian. Then, the averaged molar mag-

Fig. 2 HF-ESR spectra for 1 (top) and 2 (bottom) of a pressed powder
pellet recorded at 5 K and four frequencies as indicated. The black solid
line represents experimental data and the red solid line is the simulation.
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netisation of the powder sample was calculated as the integral
(orientational) average:23

Mmol ¼ 1
4π

ð2π
0

ðπ
0
Ma sin θdθdφ: ð3Þ

Taking into account the fitting procedure for both tempera-
ture and field-dependent magnetisation data, the best fits were
found for 1 with g = 2.20, D = −11.0 cm−1, E/D = 0.00, χTIP =
10.1 × 10−9 m3 mol−1 and for 2 with g = 2.24, D = −8.7 cm−1,
E/D = 0.24, χTIP = 6.1 × 10−9 m3 mol−1 – Fig. 3. These para-
meters confirm that an axial magnetic anisotropy is present in
both compounds 1 and 2.

Static and dynamic magnetic data were measured for two
different batches of 3 (see ESI, Fig. S3†). The first batch was
crystallised for longer than 3 weeks and the analysis of mag-
netic data using eqn (1)–(3) resulted in a rather unsatisfactory
fit with a rather large value of D = −29.2 cm−1 (Fig. S3†). This
can be explained by the occurrence of a decomposition
process resulting in hexacoordinate Co(II) species and triiodide
anion (deduced from the reddish-brown colour of contami-
nant). Hexacoordinate Co(II) complexes typically possess large

and positive values of D (i.e. >30 cm−1),10 while the compound
3 is expected to have ca. 3-times smaller and negative D value.
Simultaneous fitting of both temperature and magnetic depen-
dencies of the magnetic moment is then very sensitive to the
occurrence of hexacoordinate contaminant, which might be a
plausible explanation for very low fit quality observed for this
batch of 3.

The crystals of the second batch were collected immediately
after the first crystals appeared and the surface of crystals was
again reddish-brown coloured.

The magnetic data were analysed in the same manner as
the first batch with a much better quality of fit and lower D
value of −14.0 cm−1.

However, this value is inconsistent with expected lower |D|
values for complexes with heavier halido ligands within this
series as was corroborated by results from HF-ESR spec-
troscopy (comparison of 1 and 2), and also supported by
CASSCF calculations (Table 1). Furthermore, the results of
X-ray powder diffraction obtained for both batches of 3 indi-
cate that they contain small amount of impurity (see ESI† for
details) Therefore, we decided not to include a detailed discus-
sion of its magnetic properties in the paper.

Dynamic magnetic properties

To further characterise compounds 1 and 2, AC susceptibility
was measured for both compounds. Unfortunately, there were
no out-of-phase signals in zero static magnetic field, but the

Fig. 3 Magnetic data for 1 (top) and 2 (bottom) displayed as the temp-
erature dependence of the effective magnetic moment, and the isother-
mal molar magnetisation measured at T = 2, 5, and 10 K is in the inset.
The empty symbols represent the experimental data; red full lines rep-
resent the fitted data using eqn (1) and parameters listed in Table 1.

Table 1 The comparison of the ab initio calculated and fitted experi-
mental parameters for 1–3a

1 2 3

CASSCF/NEVPT2 with CAS(7,5)
D (cm−1) −13.2 −10.1 −7.44
E/D 0.130 0.106 0.119
gx 2.215 2.233 2.256
gy 2.188 2.215 2.239
gz 2.331 2.321 2.318
Ucalc (cm

−1) 27.1 20.6 15.2
CASSCF/NEVPT2 with CAS(7,10)
D (cm−1) −15.0 −12.1 −9.59
E/D 0.116 0.102 0.146
gx 2.238 2.264 2.296
gy 2.207 2.241 2.275
gz 2.374 2.373 2.382
Ucalc (cm

−1) 30.6 24.7 19.8
The best-fit of the experimental HF-ESR data
D (cm−1) −12.0 −11.2
E/D 0.106 0.090
gx 2.20 2.22
gy 2.20 2.22
gz 2.28 2.31
Ucalc (cm

−1) 24.0 22.4
The best-fit of the experimental magnetic data
D (cm−1) −11.0 −8.7
E/D 0.00 0.24
g 2.20 2.24
χTIP (10

−9 m3 mol−1) 10.1 6.1
Ucalc (cm

−1) 22.0 18.7

a Ucalc is the energy separation between the first two Kramers doublets
arising from S = 3/2.
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small static magnetic field was enough to suppress fast relax-
ations and the imaginary susceptibility became non-zero for
both compounds (see ESI, Fig. S4 and 5†). Therefore, the AC
susceptibility was measured at BDC = 0.1 T and revealed fre-
quency-dependent maxima of the imaginary susceptibility,
and thus confirming the slow relaxation of the magnetisation
in 1 and 2. Next, the one-component Debye’s model was
applied based on the equation:

χðωÞ ¼ χT � χS
1þ iωτð Þ1�α þ χS ð4Þ

which resulted in isothermal (χT) and adiabatic (χS) suscepti-
bilities, relaxation times (τ) and distribution parameters (α) for
both 1 and 2 (see ESI, Tables S2 and S3).

The Argand (Cole–Cole) plots are depicted above (Fig. 4).
The extracted relaxation times follow the Arrhenius law and
subsequent analysis yielded these parameters: τ0 = 5.17 × 10−9

s, Ueff = 33.3 K (23.2 cm−1) for 1, and τ0 = 1.80 × 10−9 s, Ueff =
28.8 K (20.0 cm−1) for 2. The values of Ueff are very close to
Ucalc calculated with fitted parameters from the analysis of
HF-ESR or experimental magnetic data – Table 1.

Theoretical calculations

To support the analysis of the experimental magnetic and
HF-ESR data, a multi-reference method based on the Spin-
Averaged Complete Active Space Self Consistent Field
(SA-CASSCF) was utilised to calculate all energy levels resulting
from 3d7 electronic configuration with the ORCA 4.0 compu-
tational package. The active space was defined as seven elec-
trons in five d-orbitals, CAS(7,5) and dynamic electronic corre-
lation was treated with the NEVPT2 method. The ab initio
ligand field theory (AILFT)24 was used to calculate the splitting
of d-orbitals as shown in Fig. 5 (left). The overall pattern is
similar to Td symmetry of the ligand field, but the degeneracy
of e and t2 orbitals is removed due to lower symmetry of the
complexes under study. Moreover, the size of the d-orbitals
splitting is decreasing from 1 to 2 according to the decrease of
the ligand field of halogenido ligands (Br− < Cl−), but in case
of 3, the splitting pattern of d-orbitals is slightly different due
to larger change of the ligand field geometry evidenced by con-
tinuous shape measures indexes22 (for Td: 0.356 in 1, 0.399 in
2 and 0.637 in 3). Next, CASSCF/NEVPT2 calculations provided
the energies of the ligand-field (LF) terms – Fig. 5 (middle), in
which lowering the energies of first excited quartet state is
observed from 3914 cm−1 for 1 to 3227 cm−1 for 3. Next, due to

Fig. 4 AC susceptibility data for 1 (left two columns) and 2 (right two columns). Top: In-phase χ’ and out-of-phase χ’’ molar susceptibilities at the
applied external magnetic field BDC = 0.1 T (full lines are only guides for eyes). Middle: Frequency dependence of in-phase χ’ and out-of-phase χ’’

molar susceptibilities fitted with one-component Debye’s model using eqn (4) (full lines). Bottom: The Argand (Cole–Cole) plot with full lines fitted
with eqn (4) and the fit of resulting relaxation times τ with Arrhenius law (red line).
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the spin–orbit coupling, the ligand-field terms (LFT) are split
into the ligand-field multiplets (LFM) showing the ZFS into
two Kramers doublets arising from S = 3/2 ground spin state –

Fig. 5 (right). The energy separation of these two doublets is
decreasing from 1 to 3 which means that the axial ZFS para-
meter |D| is also decreasing in this order – Table 1. As the sign
of D is negative for all complexes, they possess axial magnetic
anisotropy. The spin-orbital interaction is responsible for the
largest contribution of the first four excited states to the ZFS
parameters as can be elucidated from Table S4.† Evidently, the
size of the contributions of these excited states is varying
across series 1–3 due to the changes of the ligand field
strength and symmetry. Furthermore, the double-shell effect
was encountered by enlarging the active space to ten d-orbi-
tals, CAS(7,10). These calculations led to a small increase of
|D| parameters preserving the rhombicity (E/D) – see Table 1.
To summarise, the theoretical calculations are in good quanti-
tative and qualitative agreement with the parameters extracted
from the experiments, which is also reflected in the good
agreement of the calculated magnetic data from CASCCF/
NEVPT2 calculations compared to the experimental data them-
selves – Fig. S6.†

Surface depositions

Deposition of 2 on surfaces was also investigated by two dis-
tinct techniques: by drop-casting under an inert nitrogen
atmosphere (drop hereafter) and by thermal sublimation in
high-vacuum (subl hereafter). Fig. 6 shows a comparison of
UV-VIS spectra of 2 as a bulk powder, the deposit obtained
from the drop-casting on glass, and the 30 nm thick film
obtained by the sublimation onto acetate substrate. Spectra of
all three solid samples exhibited two dominant absorptions in
the visible part of the spectra: the peak around 480 nm, which
corresponds to the e2–e1 transition in ferrocenyl moiety (in
approximate D5h symmetry)25 and the cluster of peaks between
ca. 600–800 nm, that can be assigned to d–d transitions of the

tetracoordinate 3d7 central ion.26 Despite the same absorption
bands in all three spectra, it is apparent that profile of each
spectrum is slightly different, e.g. the subl spectra show
broader bands and more intense e2–e1 transition band than in
bulk and drop. Despite being aware of different samples’
nature requiring different approaches in acquiring the UV-VIS
data, we attempted to fit all three spectra to quantify the
observed differences. Each spectrum (400–800 nm) was fitted
using four Gaussian primitives, three peaks (olive – f1, green –

f2, blue – f3) sufficiently reconstructed the d–d band,27 while
the fourth one (light blue – f4, Fig. 6) was used to fit the e2–e1
transition. Three rather well separated components of the d–d
band arising from 4A2 → 4T1(P) transition (in ideal Td sym-
metry)28 reflect the lower symmetry of coordination polyhe-
dron, because the parent term 4T1(P) splits into three terms
{4A1 + 4B1 + 4B2}

29 in more realistic C2v symmetry.30 The peak
heights cannot be directly compared among the spectra, there-
fore we compared ratios of the peak heights derived for each
spectrum.

The f1/f2 ratios are similar for drop (0.49) and subl (0.39)
samples, while in the bulk f1/f2 is rather larger (0.94). On the
other hand, the f4/f2 ratios are similar for bulk (0.06) and drop
(0.07) samples, while f4/f2 is significantly larger in subl (0.30).
From the presented UV-VIS data it is hard to determine if any
variations among the spectra, such as one described by f1/f2
ratio, originate from chemical changes or different spectral
resolution due to different nature of the measured sample.
However, it must be noted that an increase of f4/f2 in subl

Fig. 5 The graphical output of the CASSCF/NEVPT2 calculations with
CAS(7,5) for complexes 1–3. The plot of the d-orbitals splitting calcu-
lated by ab initio ligand field theory (AILFT) (left), low-lying ligand-field
terms (middle), and ligand-field multiplets – Kramers doublets (right).

Fig. 6 UV-VIS spectra of 2 as a bulk powder (above), drop-cast layer on
glass (middle) and sublimated layer on acetate substrate (below). The
results of spectra fitting to four Gaussian primitives (f1 – olive, f2 –

green, f3 – blue, f4 – light blue); bulk (top, λmax in nm, absorbance in
arb. u.): f1 = 741, 0.1795, f2 = 680, 0.1917, f3 = 636, 0.1295, f4 = 481,
0.012; drop-cast (middle): f1 = 736, 0.0578, f2 = 668, 0.1167, f3 = 634,
0.0730, f4 = 468, 0.0081; sublimated (bottom): f1 = 745, 0.0127, f2 =
675, 0.0326, f3 = 618, 0.0144, f4 = 489, 0.0097.
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spectrum can be reasonably explained by partial decompo-
sition of 2 to metalloligand dppf during sublimation process
resulting in a larger abundance of dppf in the deposit.

We have also investigated the chemical composition of bulk
1 and 2 by means of XPS (see ESI, Fig. S8 and S9†) and a
survey comparison for 2 as a bulk powder, drop and subl
deposits (see ESI, Fig. S10†). Detailed XPS spectra for depo-
sitions are shown in Fig. 7 along with a semi-quantitative
determination of the elemental composition in Table 2.
Carbon and oxygen contributions were considered not relevant
since they may be affected by adventitious contaminations due
to the ex situ preparation procedures. The quantitative analysis
for an as-synthesised powder of 2 and drop-cast in nitrogen
atmosphere of 2 suggests preserved stoichiometric compo-
sition structure, whereas, in the case of sublimated 2, the
amount of Co and Br was lower than expected, which could be
attributed to partial chemical decomposition. In the case of Fe
2p and Co 2p, shake-up satellite features were present in all

three investigated samples as expected. No significant shift in
binding energies among the different samples has been
detected.

Iron 2p3/2 peak positions were in good agreement with pre-
vious studies addressing the iron in ferrocene molecules (see
ESI, Table S6†). This might be due to the intactness of ferro-
cene moiety on the surface, even after utilising high vacuum
sublimation techniques. However, in the case of the film of 2
obtained by sublimation we observed a shift in binding ener-
gies of both elements which can be attributed to partial
decomposition to the thermally stable dppf,31 which serves as
a precursor for synthesis. This finding agrees with decompo-
sition hypothesis deduced from UV-VIS spectroscopy. These
findings suggest that films obtained via sublimation are
affected by a partial decomposition. Therefore, we may con-
clude, that the future deposition attempts should adopt prefer-
entially wet-chemistry based protocols under inert atmo-
sphere,32 which have proven to provide chemically intact
deposits of 2.

Conclusions

In this paper, we reported on the crystal structure, magnetic
properties and field-induced single-molecule magnet
behaviour of series of Co(II) tetracoordinate compounds with
1,1′-ferrocenediyl-bis(diphenylphosphine) metalloligand (dppf)
and with the general formula [Co(dppf)X2], where X = Cl (1),
Br (2), I (3). The static and dynamic magnetic properties were
thoroughly studied only for complexes 1–2 because magnetic
properties of 3 were found to be very sensitive to even slight
decomposition of the sample. Investigations by magnetometry
and HF-ESR revealed that 1–2 possess relatively large and axial
magnetic anisotropy (D = −12.0 cm−1 in 1 and −11.2 cm−1 in
2) and significant rhombicity (E/D = 0.106 in 1 and 0.090 in 2),
in good agreement with ab initio quantum chemical calcu-
lations. Measurements of dynamic AC susceptibility revealed
that both compounds behave as field-induced single-ion
magnets with predominant Orbach relaxation of magnetisa-
tion. Sublimation in high-vacuum and drop-casting were
attempted in order to deposit 2 on selected surfaces (Au(111),
glass, acetate). Despite the sensitivity to moisture, 2 was suc-
cessfully deposited by drop-casting under inert nitrogen atmo-
sphere, while attempting thermal sublimation, we observed a
partial decomposition of the complex, and thus suggesting
that nano-structuration of these systems should be operated by
the introduction of functional groups allowing the chemisorp-
tion from diluted solution and promoting the formation of
monolayers on surfaces.

Experimental details
Synthesis

All used chemicals and solvents were purchased from commer-
cial sources and were used without any further purification.

Fig. 7 Detailed XPS spectra comparison of 2 for bulk powder, drop-
cast, and sublimation for P 2p, Br 3d, Fe 2p, and Co 2p photoelectron
peaks.

Table 2 Semi-quantitative determination of the elemental composition

Element Calculateda 1 bulk 2 bulk 2 drop 2 subl

Co 16.7% 12.5% 13.1% 12.3% 10.1%
Fe 16.7% 13.0% 13.1% 14.0% 19.3%
Bra 33.3% — 34.5% 33.3% 21.6%
P 33.3% 37.1% 39.3% 40.4% 49.0%
Cla 33.3% 37.4% — — —

a Chlorine and Bromine content were evaluated respectively only in
compound 1 and 2.
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Compounds 1–3 were synthesised similarly by adapting
previously reported methods,33 however, during attempts to
prepare phase pure compound 3, we modified the procedure
as described below.

Synthesis of 1 and 2

0.5 mmol of CoCl2 (65 mg) or CoBr2 (108 mg) was dissolved in
10 mL of methanol and subsequently, solution of 0.5 mmol of
dppf (277 mg) in 25 mL of CH2Cl2 was slowly added. The
colour of the solution turned green and it was stirred under
heating to boiling for 20 min. Heating together with a stream
of nitrogen gas led to a significant reduction of solution
volume followed by precipitation of green powder which was
filtered off. The mother liquor was crystallised by slow
diffusion of diethyl ether and this led to precipitation of hexa-
gonally shaped green crystals, which were filtered off and
dried in a desiccator.

1: Anal. Calc. for C34H28Cl2CoFeP2 Mw = 684.22 g mol−1, (in
%): C, 59.45; H, 4.33. Observed: C, 59.68; H, 4.12.

2: Anal. Calc. for C34H28Br2CoFeP2 Mw = 773.12 g mol−1, (in
%): C, 52.89; H, 3.47. Observed: C, 52.82; H, 3.65. Thermal
stability was investigated using DSC-TGA measurements and
the compound is stable up to 260 °C.

Positions of peaks in powder diffraction patterns agree
rather well with calculated patterns from the single-crystal
structures (see ESI, Fig. S11†). Intensities of the diffraction
peaks were strongly affected by texture with crystals preferen-
tially oriented along (00l) crystal planes.

Synthesis of 3

The first batch of 3 was synthesised in the same way as com-
pounds 1 and 2. 0.5 mmol of Col2 (156 mg) was dissolved in
10 mL of methanol and subsequently, solution of 0.5 mmol of
dppf (277 mg) in 25 mL of CH2Cl2 was slowly added. The
colour of the solution turned green brown and it was stirred
under heating to boiling for 20 min. Heating together with a
stream of nitrogen gas led to a significant reduction of solu-
tion volume followed by precipitation of brown powder which
was filtered off. The mother liquor was crystallised by slow
diffusion of diethyl ether and this led to precipitation of
brown crystals, which were filtered off and dried in a
desiccator.

The second batch of 3 was prepared in the same way as the
first batch, with the crystallisation performed by slow diffusion
of diethyl ether but in presence of a drying medium (pellets of
KOH).34 Brown crystals were isolated by filtration immediately
after they appeared in a vial.

3: Anal. Calc. for C34H28l2CoFeP2 Mw = 867.14 g mol−1, (in
%): C, 44.89; H, 2.82. Observed: C, 47.68; H, 4.12.

Positions of peaks in diffraction patterns of both batches of
3 agree well with the calculated pattern (see ESI, Fig. S11 and
12†). However, peaks originating from the presence of the con-
taminant are visible in the diffraction pattern of the first batch
(e.g. at 2θ = 6.7, 9.3, 11.7 deg.). Some of the contaminant peaks
(e.g. at 2θ = 11.7 deg.) are still visible in diffraction pattern of
the second batch (Fig. S12 and 13†).

Deposition techniques

For the preparation of thick films, we used a home-built high-
vacuum sublimation chamber. For sublimations of 2, a cleaned
quartz crucible was used. The base chamber pressure during the
sublimation was 1 × 10−7 mbar. We prepared a 30 nm thick mole-
cular film on Au(111) surface deposited on muscovite mica pre-
viously treated with a hydrogen flame annealing treatment and a
30 nm thick film on acetate for UV-VIS measurements. The subli-
mation was performed at 225 °C with a growth rate of 1 Å per
9 min. This was carefully monitored by calibrated quartz crystal
microbalance (STM-2, Inficon) placed at the same height as
samples inside the vacuum chamber.

UV-VIS

Absorption spectra were acquired using a JASCO V670 UV–
VIS-NIR spectrophotometer. The bulk powder of 2 was grafted
onto filtration paper, the wet deposition sample was prepared
by drop-casting of 1 mL of a 5 mM DCM solution onto a cover
glass substrate inside inert nitrogen atmosphere, and the
30 nm thick film obtained by the sublimation onto acetate
substrate. All samples were put into the light beam of the
UV-VIS spectrometer filled with nitrogen (Fig. 6). UV-VIS
spectra of 1 mM solutions of 1 and 2 in dichloromethane
(SigmaAldrich, 99.8%) were obtained in quartz 10 mm path-
length cuvettes (see ESI, Fig. S7 and Table S5†).

X-ray photoelectron spectroscopy (XPS)

XPS measurements were carried out at room temperature in a
UHV chamber equipped with X-ray source (non-monochro-
matic Mg-Kα source, 1253.6 eV) and hemispherical analyser by
VSW mounting a 16-channel detector. The X-ray source
mounted at 54.44° with respect to the analyser was operated at
a power of 120 W (12 kV and 10 mA). Survey and detailed XPS
spectra were acquired at normal emission with the fixed pass
energy of 44 eV. All bulk powder spectra were referenced to the
Cu 2p3/2 peak at 932.7 eV, because it served as a substrate for
investigated molecules, therefore, no change in position for
this peak was expected. Drop-cast and evaporated samples
were referenced to the Au 4f7/2 peak at 84.0 eV. The inelastic
backgrounds in spectra were subtracted according to Shirley
method35 except for Fe peaks, where a linear background was
used. Data analysis was based on a standard deconvolution
method using mixed Gaussian (G) and Lorentzian (L) line
shape (G = 70% and L = 30%, Gaussian–Lorentzian product)
for each component in the spectra. Elemental composition of
the samples was evaluated using a semi-empirical approach.
The integrated intensity of each component was corrected with
the photoionization cross-section calculated for each atom,
neglecting the differences in photoelectron escape length as a
function of the kinetic energy.36 Spectra were analysed using
CasaXPS software (version 2.3.18).

HF-ESR measurements

High-frequency ESR (HF-ESR) spectra at 5 K, 10 K, 20 K, and
40 K for four frequencies 270 GHz, 320 GHz, 360 GHz, and 380
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GHz were recorded on a home-built spectrometer37 featuring a
VDI signal generator, a VDI amplifier-multiplier chain, a
Thomas Keating quasi-optical bridge, an Oxford Instruments
15/17 T solenoid cryogenic magnet and a QMC Instruments
InSb hot-electron bolometer. Both 1 and 2 samples were
studied as pressed Teflon®-wrapped powder pellets. All
spectra were simulated using the EasySpin toolbox for
Matlab.38

Physical methods

Temperature dependence of the magnetisation at B = 0.1 T
from 1.9 to 300 K and the isothermal magnetisations at T =
2.0, 5.0 and 10.0 K up to B = 9 T were measured using a PPMS
Dynacool with a VSM option. The experimental data were cor-
rected for diamagnetism and the signal of the sample holder.
Measurements of AC susceptibility were carried out in a 3.8 Oe
AC field oscillating at various frequencies from 1 to 1500 Hz
and with various dc fields using a MPMS XL7 SQUID magnet-
ometer. The DSC-TGA measurements were performed using a
Thermal Analyzer SDT65.

Crystallography

X-ray measurements on the selected crystal of 1 were per-
formed on an Oxford Diffraction Xcalibur™2 equipped with a
Sapphire2 CCD detector using Mo-Kα radiation. The CrysAlis
program package (version 1.171.33.52, Oxford Diffraction) was
used for data collection and reduction.39 X-ray measurements
on the single-crystals of 2 and 3 were performed on a Bruker
D8 Quest diffractometer equipped with a Photon 100 CMOS
detector using the Mo-Kα radiation. Data collection, data
reduction, and cell parameters refinements were performed
using the Bruker Apex III software package.40 The molecular
structures were solved by direct methods SHELXS-2014 and all
non-hydrogen atoms were refined anisotropically on F2 using
full-matrix least-squares procedure SHELXL-2014.41 All hydro-
gen atoms were found in differential Fourier maps and their
parameters were refined using a riding model with Uiso(H) =
1.2(CH) or 1.5(CH3)Ueq.

The X-ray powder diffraction patterns of all solid samples
were recorded on an MiniFlex600 (Rigaku) instrument
equipped with the Bragg–Brentano geometry, and with iron-fil-
tered Cu Kα1,2 radiation.

Theoretical methods

All theoretical calculations were performed with the ORCA 4.0
computational package.42 All the calculations employed the
triple-ζ def2-TZVP basis functions43 together with the auxiliary
basis def2/JK44 and also utilising the chain-of-spheres
(RIJCOSX) approximation to exact exchange.45 The ZFS and g
tensors were calculated using self-consistent field (SA-CASSCF)
wave functions46 complemented by N-electron valence second-
order perturbation theory (NEVPT2).47 The active space of the
CASSCF calculation was set to five d-orbitals of Co(II) (CAS(7,5))
or as a combination of 3d and 4d orbitals CAS(7,10). The ZFS
parameters, based on dominant spin–orbit coupling contri-
butions from excited states, were calculated through quasi-

degenerate perturbation theory (QDPT),48 in which approxi-
mations to the Breit–Pauli form of the spin–orbit coupling
operator (SOMF approximation)49 and the effective
Hamiltonian theory50 were utilised.
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Abstract: Studying the properties of complex molecules on surfaces is still mostly an unexplored
research area because the deposition of the metal complexes has many pitfalls. Herein, we probed
the possibility to produce surface hybrids by depositing a Co(II)-based complex with chalcone
ligands on chemical vapor deposition (CVD)-grown graphene by a wet-chemistry approach and by
thermal sublimation under high vacuum. Samples were characterized by high-frequency electron
spin resonance (HF-ESR), XPS, Raman spectroscopy, atomic force microscopy (AFM), and optical
microscopy, supported with density functional theory (DFT) and complete active space self-consistent
field (CASSCF)/N-electron valence second-order perturbation theory (NEVPT2) calculations. This
compound’s rationale is its structure, with several aromatic rings for weak binding and possible
favorable π–π stacking onto graphene. In contrast to expectations, we observed the formation of
nanodroplets on graphene for a drop-cast sample and microcrystallites localized at grain boundaries
and defects after thermal sublimation.

Keywords: graphene; cobalt complexes; hybrid material; magneto-chemistry

1. Introduction

Nearly three decades have already passed since the first description of the slow relaxation of
magnetization in the polynuclear cluster [Mn12O12(O2CCH3)16(H2O)4] known as Mn12 [1–3], which
started the whole new research field of molecular magnetism [4]. These so-called Single-Molecule
Magnets (SMMs) exhibit magnetic bistability up to a specific blocking temperature manifested by an
intrinsic spin-reversal barrier energy (Ueff). The barrier is a function of the total spin in the ground
state (S) and the axial component of magnetic dipole–dipole interaction (D) as follows: Ueff = |D| × S2

for integer spins and Ueff = |D| ×
(
S2
−

1
4

)
for non-integer spins, respectively, in axial symmetry. This

alone would imply that by increasing the number of magnetic centers, a better SMM would be
obtained; however, there is a dependency of D ∝ 1

S2 that stems from spin-orbit contributions to the
D-tensor [5]. This dependency shifted the interest from rather large molecules with many magnetic

Molecules 2020, 25, 5021; doi:10.3390/molecules25215021 www.mdpi.com/journal/molecules

http://www.mdpi.com/journal/molecules
http://www.mdpi.com
https://orcid.org/0000-0003-4947-3688
https://orcid.org/0000-0001-8262-4666
https://orcid.org/0000-0003-3231-7849
http://dx.doi.org/10.3390/molecules25215021
http://www.mdpi.com/journal/molecules
https://www.mdpi.com/1420-3049/25/21/5021?type=check_update&version=2


Molecules 2020, 25, 5021 2 of 17

atoms to Single-Ion Magnets (SIMs) [6]. Several challenges need to be addressed before fully utilizing
these SIMs in real applications. One of the challenges is increasing the blocking temperature, which
was recently found to be 80 K in dysprosium metallocene in 2018 [7]. This temperature, above the
boiling point of liquid nitrogen (77 K), already holds promise for possible applications in spintronics [8],
quantum computing [9], and molecular electronics [10]. The second challenge is finding the way from
bulk material to functional surfaces.

The magnetic properties of magnetic molecules can be precisely measured by high-frequency
electron spin resonance (HF-ESR) both in bulk [11–20] and on a surface [21–23]. Primarily, the Zeeman
and zero-field-splitting (ZFS) contributions to the spin Hamiltonian with information about the intrinsic
magnetic properties of a molecule can be determined. Today, the current effort is focused on making thin
films, ordered arrays, or self-assembled monolayers that will lead to technological applications [24,25].
The key for this is to understand the behavior and adsorption of complex molecules on surfaces
since their exposed surface offers many application possibilities but also brings many challenges,
as these molecules can oxidize, decompose, or degrade in ambient conditions. There are two main
ways to produce nanostructured magnetic thin films. They can be deposited onto a substrate via a
wet-chemistry protocol from a solution [26–28] or by thermal sublimation in vacuum [29–34].

The electrical addressing of SMMs can be provided via a conductive substrate. A promising
candidate is an atomically thin layer of graphite, known as graphene [35], which is an interesting
substrate due to its high electron mobility [36,37], mechanical strength [38], and thermal
conductivity [39]. The original preparation technique firstly used to prepare graphene in 2004
was micro-mechanical cleavage [40]. This method is suitable for tens-of-micrometers-large flakes;
however, more industrial techniques for large and homogeneous surface coverage soon emerged,
such as graphene production by chemical vapor deposition (CVD) [41], on silicon carbide [42], by
liquid-phase exfoliation [43], or by large-scale roll-to-roll printing [44]. The perfect graphene is a
zero-gap semiconductor, which helps the charge carrier mobility but also limits the applications.

Herein, we report on the synthesis, crystal structure, magnetic properties, and characterization
of a new tetracoordinate complex [Co(4MeO-L)2Cl2] (1) with the chalcone imidazole-derivative
ligand 4MeO-L = (2E)-3-[4-(1H-imidazol-1-yl)phenyl]-1-(4-methoxyphenyl)prop-2-en-1-on.
The determination of the crystal structure revealed that this compound is tetracoordinate, and its
molecules possess a unique shape with a large angle between the coordinated 4MeO-L ligands (vide
infra). Tetracoordinate Co(II) compounds very often exhibit large easy-axis (D < 0) or easy-plane (D >

0) magnetic anisotropies [45]. Furthermore, the “flat” molecular shape involving the large aromatic
system of the ligands might help to anchor complex molecules on surfaces such as graphene by
non-covalent interactions. Therefore, we decided to thoroughly characterize the electronic structure
of 1 by HF-ESR, to investigate both wet-chemistry and thermal sublimation depositions, and, thus,
to produce a hybrid material composed of highly anisotropic Co(II)-based molecules and graphene.
These samples were then characterized by Raman spectroscopy, X-ray photoelectron spectroscopy
(XPS), and atomic force microscopy (AFM).

2. Results and Discussion

2.1. Synthesis and Crystal Structure of 1

The chalcone ligand 4MeO-L was prepared by the aldol condensation of
4′-(imidazol-1-yl)benzaldehyde with 4-methoxyacetophenone, as is shown in Scheme 1. The
purity and structure of 4MeO-L were confirmed by 1H and 13C NMR spectroscopy, mass spectrometry,
and elemental analysis. The complex 1 was synthesized by a reaction between CoCl2·6H2O and
4MeO-L (molar ratio, 1:2) in methanolic solution, and it precipitated as a blue microcrystalline powder.
Recrystallization from methanol led to the isolation of pale blue crystals suitable for single-crystal
diffraction. The purity of 1 was confirmed by elemental analysis, and the phase purity, by powder
diffraction experiments.
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Scheme 1. Preparation of ligand 4MeO-L.

Compound 1 crystallizes in the monoclinic space group Pc, and it consists of tetracoordinate
[Co(4MeO-L)2Cl2] molecules (Figure 1). The 4MeO-L ligands coordinate to the Co atom by the
imidazolyl nitrogen atoms forming the Co-N bonds (d(Co-N) = 2.014(4) and 2.016(4) Å), while the
chlorido ligands form longer bonds (d(Co-Cl) = 2.255(2) and 2.257(2) Å). The overall shape of the
coordination polyhedron can be described best as a significantly distorted tetrahedron adopting C2v

pseudosymmetry (continuous shape measures index [46,47] for Td: 1.356 in 1). The 4MeO-L ligands
adopt an E conformation and remain planar even after coordination (Figure 1). The N-Co-N angle is
wider than the Cl-Co-Cl one: <(N1-Co1-N2) = 125.7(2) vs. <(Cl1-Co1-Cl2) = 119.44(6).

Figure 1. (a)—molecular structure of 1. Selected bond lengths (Å) and angles (deg): d(Co1-N1) =

2.014(4), d(Co1-N2) = 2.016(4), d(Co1-Cl1) = 2.255(2), d(Co1-Cl2) = 2.257(2), <(N1-Co1-N2) = 125.7(2),
and <(Cl1-Co1-Cl2) = 119.44(6). (b)—a perspective view of the packing of the [Co(4MeO-L)2Cl2]
molecules in the direction of the crystallographic b-axis. Observed π–π stacking interactions were
visualized by depicting the shortest C···C distances (black dashed lines). The hydrogen atoms are
omitted for clarity.

The crystal packing in 1 is stabilized by a plethora of weak hydrogen bonds such as C-H···Cl
and C-H···O. Remarkably, the large aromatic systems of the 4MeO-L ligands form π–π stacking



Molecules 2020, 25, 5021 4 of 17

interactions (the shortest C···C distances range between 3.27 and 3.45 Å), which stabilize the formation
of supramolecular chains along the b crystallographic axis (Figure 1b).

2.2. Raman Vibrations

We used CVD graphene (Graphenea, San Sebastian, Spain) on a Si/SiO2 substrate. Figure 2 shows
the substrate Raman spectra that helped us to determine the defects involved in the graphene. The Si/SiO2

Raman spectrum has a main strong phonon band at 520 cm−1 and two medium peaks at 301 cm−1 and in
the region 946–976 cm−1 [48,49]. A spectrum of CVD graphene exhibited the strong peaks D at 1347 cm−1,
G at 1595 cm−1, and 2D at 2689 cm−1, with the weaker peaks D′ at 1627 cm−1 and D+D′′ at 2462 cm−1.
The presence of a strong G peak and weak D’ suggests CVD graphene with defects [50].

Figure 2. Raman spectra of Si/SiO2 substrate and graphene on Si/SiO2 substrate.

A comparison of bulk compound 1, drop-cast, and two sublimated samples at 75 and 265 ◦C
is illustrated in Figure 3. The Raman spectrum of the bulk compound 1 on the Si/SiO2 substrate
consists of significant peaks (964, 1186, 1366, and 1603 cm−1) and peaks of Si/SiO2. In the case of the
drop-cast sample, significant peaks were overlapped with the peaks of graphene and Si/SiO2, except
one (1190 cm−1). By contrast, the Raman spectra of the sublimated samples all showed significant
peaks due to measurements on a larger crystal and obtaining a stronger signal. The comparison tables
of the Raman spectra can be found in Table S1.

Figure 3. Comparison of Raman spectra of bulk compound 1, drop-cast, and sublimations at 75 and
265 ◦C.
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Optical images of the hybrid material taken along with Raman spectroscopy are shown in Figure 4.
The molecules deposited by drop-casting formed small droplets up to 50 nanometers high. On the
contrary, the molecules on sublimated samples formed microcrystals hundreds of nanometers high
(see ESI, Figure S1).

Figure 4. Images from the optical microscope of the samples after drop-casting and sublimations at 75
and 265 ◦C.

2.3. Chemical Composition and Bonds

The chemical composition was probed by XPS. Figure 5 shows spectra of bulk compound 1
together with the molecular structure.

Figure 5. Molecular structure with survey XPS spectrum and detailed Co 2p, Cl 2p, and N 1s spectra.

The bulk compound 1 spectrum exhibited photoelectron peaks—Co 2p, Cl 2p, N 1s, C 1s, and
O 1s—and Augers peaks: OKLL and CoLMM. The detailed spectra of the selected peaks revealed
specific chemical bonds. The N 1s peak was deconvoluted to two components: graphitic N with three
neighboring C atoms and pyrrolic N with two C atoms and one Co bond [51]. The photoelectron peaks
emitted from the p, d, and f electronic levels are further split by spin-orbit interactions. This helped
us to distinguish, in the Cl 2p spectrum, between organic (Cl–C and Cl–H) and inorganic (Cl–Co)
components [52]. Co 2p exhibited two main components and shake-up satellites. The spin-orbit shift
of the main components Co 2p3/2 and Co 2p1/2 depends on the oxidation state, and with 15.6 eV, the
Co(II) high-spin state predominates [53].

Figure 6 shows the comparison of the hybrid samples with CVD graphene: drop-cast, and
sublimated at 75 ◦C and at 265 ◦C, respectively. In the drop-cast sample, we observed a decrease in
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the graphitic nitrogen component compared to bulk compound 1 and an apparent split of chlorine
to inorganic and organic contributions. In the case of drop-casting, we detected a weak Co 2p signal
on the surface, suggesting a possible complex decomposition (see ESI, Figure S2). In the case of
the sublimated samples, even after several hours of acquisition, we did not obtain any convincing
Co 2p peaks for 75 or 265 ◦C. This may be attributed to the possible partial decomposition of the
complex or the surface sensitivity of XPS, with the complex outmost layers containing only a very
few Co atoms or so-called “dead” layers with oxidized, spoiled molecules. This absence led us to a
semi-empirical quantitative analysis of the powder after each sublimation (see ESI, Figure S3) and
revealed an increased amount of cobalt and chlorine in the powder from the crucible compared to the
bulk powder. This, along with the detected organic chlorine, suggests the possible partial chlorination
of the graphene with a partial decomposition of the complex during both deposition processes. Carbon
and oxygen contributions were discarded since they might be affected by adventitious contaminations
due to the ex situ preparation procedures.

Figure 6. Comparison of detailed XPS spectra of drop-cast and sublimated samples at 75 and 265 ◦C.

2.4. Molecular Adsorption by DFT

We investigated the adsorption of the molecule on graphene in the framework of density functional
theory (DFT) using the Vienna Ab-Initio Simulation Package (VASP) [54–57]. The exchange–correlation
potential was approximated by the generalized gradient approximation in Perdew–Burke–Ernzerhof
(PBE) parametrization [58,59], the pseudopotential approach was used for the interaction between the
valence electrons and ionic core, and Van der Waals forces were considered. Further details can be
found in Section 3.
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We performed a geometric relaxation calculation considering two possible geometries of the
molecule relative to the graphene plane, as shown in Figure 7. The initial position of the molecule
was chosen to mimic an AB-stacking configuration between the carbon rings of the molecule and the
graphene substrate, as shown in Figure 7b,d, and also to take advantage of possible C–H···π hydrogen
bonding between the hydrogen atoms of the molecule and π electrons of the carbon atoms in graphene.
The molecule was placed manually on top of the substrate, such that the distances between the closest
carbon atom of the molecule and the graphene plane was 3.13 and 3.20 Å for Geometries 1 and 2,
respectively. During relaxation, the atoms of the molecule could move freely to their equilibrium
positions, while the atoms of the substrate were kept fixed.

Figure 7. Initial position of the two geometries used for the simulation of molecular adsorption on
graphene. As referred to in the text, (a) Geometry 1, (b) top view of the selected part of (a), with the
graphene substrate in light blue; the closest carbon atom of the molecule to the substrate was placed in
the center of one of the graphene rings. (c) Geometry 2, and (d) top view of the selected part of (c).

After relaxation, we found that the molecule bound to the substrate in both configurations,
with distances of 3.31 Å (Geometry 1) and 3.29 Å (Geometry 2) between the closest carbon atom of
the molecule and the graphene plane. Such distances correspond to the typical distances between
π–π-bonded carbon rings, and we found that there was no considerable change in the molecular shapes
after the adsorption. The binding energies were 0.89 eV per molecule (85.4 kJ/mol) for Geometry 1, and
1.08 eV per molecule (104.0 kJ/mol) for Geometry 2, where the main contribution to this energy comes
from the van der Waals interactions between the carbon atoms of the molecule and substrate. If van
der Waals forces are not considered, the binding energies fall to the meV range, below the thermal
energy at room temperature (25.8 meV at 300 K). Therefore, van der Waals forces play a crucial role in
the adsorption of these cobalt-based molecules on graphene.

2.5. HF-ESR Spectroscopy

Figure 8 shows the HF-ESR spectra acquired for bulk compound 1 at four frequencies—380, 415,
456, and 490 GHz—while sweeping the magnetic field from 0 to 15 T at 5 K.
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Figure 8. (a)—high-frequency electron spin resonance (HF-ESR) spectra for four different frequencies
at 5 K. The dotted line is guidance for Zeeman splitting. (b)—temperature dependence acquired at 410
GHz. Black line in both is experimental, and red/colored line is the simulation.

The used effective spin Hamiltonian for the simulations is the following Equation (1):

Ĥ = ĤZeeman + ĤZFS = µBB·g·Ŝ + D
[
Ŝ2

z −
1
3

S(S + 1)
]
+ E
(
Ŝ2

x − Ŝ2
y

)
(1)

where µB is the Bohr magneton, B is the external magnetic field, g is a tensor linking the external
magnetic field with spin vectors, Ŝ is the electron spin operator, and D and E are axial and rhombic
zero-field splitting parameters, respectively. The best fit was found for the spin Hamiltonian parameters
as follows: D = 14.6 cm−1 with E/D = 0.235, and gx = 2.32, gy = 2.38, and gz = 2.16 (Table 1).

Table 1. Zero-field-splitting (ZFS) parameters obtained by complete active space self-consistent field
(CASSCF)/N-electron valence second-order perturbation theory (NEVPT2) calculations compared
to HF-ESR.

D/cm−1 E/D gx gy gz gav

1 +14.5 0.150 2.325 2.378 2.163 2.289
Geometry 1 +16.4 0.090 2.346 2.364 2.150 2.287
Geometry 2 +17.5 0.132 2.345 2.381 2.143 2.290

HF-ESR +14.6 0.235 2.320 2.380 2.160 2.287

2.6. CASSCF Calculations

To support the analysis of the HF-ESR spectra of 1, we performed complete active space
self-consistent field (CASSCF) calculations complemented by N-electron valence second-order
perturbation theory (NEVPT2) using an ORCA 4.2 computational package [60]. The details of
the calculations are explained in Section 3—Theoretical Methods. The spin Hamiltonian parameters were
extracted by utilizing the effective Hamiltonian theory and we obtained a set of the ZFS parameters—for
S = 3/2, D = + 14.5 cm−1 and E/D = 0.15—and the anisotropy of the g-tensor components was confirmed
(gx = 2.325, gy = 2.378, gz = 2.163, and gav = 2.289). These values are in good agreement with the values
obtained by HF-ESR spectroscopy. Next, we performed additional calculations for the optimized
Geometries 1 and 2 of the [Co(4MeO-L)2Cl2] molecules deposited on the graphene surface as calculated
by periodic DFT. The resulting ZFS parameters are, besides the slightly lower rhombicity, rather similar
to those calculated for 1 (all the calculated values are summarized in Table 1). The visualizations of the
calculated D-tensor principal axes overlaid over the structures of the complex molecules (Figure 9)
underline the similarities among 1 and Geometries 1 and 2. The directions of DZ are practically the
same in all the studied molecules. However, the directions of the DX and DY axes differ among the
studied molecules (Figure 9).
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Figure 9. The CASSCF/NEVPT2 calculated principal axes of the D-tensor labeled DX (red), DY (green),
and DZ (blue) visualized together with molecular structures of 1 (a), Geometry 1 (b), and Geometry 2
(c).

3. Materials and Methods

3.1. Materials

CoCl2·6H2O was bought from PMRLab (Port Elizabeth, South Africa), and
4-(1H-imidazol-1-yl)benzaldehyde, 4-methoxyacetophenone, NaOH, and the solvents (methanol
(MeOH), diethyl ether (Et2O), and the deuterated solvents for the NMR experiments (deuterated
chloroform (CDCl3))) were purchased from VWR International (Stříbrná Skalice, Czech Republic),
Sigma-Aldrich (Prague, Czech Republic), Lach-Ner (Neratovice, Czech Republic), and Litolab
(Chudobín, Czech Republic).

3.2. Synthesis

3.2.1. (2E)-3-[4-(1H-imidazol-1-yl)phenyl]-1-(4-methoxyphenyl)prop-2-en-1-one (4MeO-L)

A methanolic sodium hydroxide solution (40%; 1.2 mL) was added dropwise to a mixture of
4-methoxybenzaldehyde (2 mmol, 0.300 g), 4’-(imidazol-1-yl)benzaldehyde (2 mmol, 0.377 g), and
methanol (5 mL) over a period of 40 min. The resulting solution was stirred at room temperature until
the completion of the reaction. The precipitate was filtered off and washed with a cold methanol–water
mixture (1:10). The resulting product was recrystallized from methanol and dried in a desiccator under
reduced pressure (overnight) [61].

Yellowish solid. Yield: 83%. 1H NMR (400 MHz, Chloroform-d, 298 K, ppm) δ 8.06 (d, J = 8.4 Hz,
2H, C17-H, C21-H), 7.92 (s, 1H, C2-H), 7.84–7.74 (m, 3H, C8-H, C10-H, C13-H), 7.57 (d, J = 15.6 Hz, 1H,
C12-H), 7.46 (d, J = 8.1 Hz, 2H, C7-H, C11-H), 7.34 (s, 1H, C5-H), 7.24 (s, 1H, C4-H), 7.00 (d, J = 8.4
Hz, 2H, C18-H, C20-H), 3.91 (s, 3H, C23-H). 13C NMR (101 MHz, Chloroform-d, 298 K, ppm) δ 188.28
(C14), 163.59 (C19), 142.12 (C12-H), 138.43 (C6), 135.38 (C2-H), 134.23 (C16), 132.72 (C9), 130.87 (C4-H),
130.85 (C8-H, C10-H), 129.86 (C17-H, C21-H), 122.51 (C13-H), 121.45 (C7-H, C11-H), 117.84 (C5-H),
113.91 (C18-H, C20-H), 55.52 (C23-H). ESI+MS (MeOH, m/z): 305.27 (calc. 305.12; 100%; {4MeO-L +

H}+), 327.11 (calc. 327.11; 79%; {4MeO-L + Na}+), 630.81 (calc. 631.67; 88%; {2 × 4MeO-L + Na}+). IR
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(ATR, v, cm−1): 407w, 447w, 521w, 593w, 653w, 770w, 816s, 905w, 958w, 981w, 1015m, 1061w, 1120w,
1168m, 1225m, 1254w, 1309w, 1342w, 1433w, 1523s, 1588s, 1658m, 3103w.

3.2.2. Complex [Co(4MeO-L)2(Cl)2] (1)

The solution of CoCl2.6H2O (1 mmol, 0.237 g) in 5 mL of methanol was heated up to 50 ◦C, and
then, 2 molar equiv. of 4MeO-L was added (2 mmol, 0.608 g). The solution was cooled down and
stirred at ambient temperature for 2 h. The obtained blue precipitate was collected by filtration and
washed with water (2 × 0.5 mL) and Et2O (2 × 1 mL). The blue solid product was dried in a desiccator
under reduced pressure (overnight) [62].

Blue solid. Yield: 92%. Anal. Calc. for CoC38H32Cl2N4O4 (1): C, 61.80; H, 4.37; N, 7.59%;
found: C, 61.59; H, 4.31; N, 7.42%. ESI+MS (MeOH, m/z,): 305.34 (calc. 305.7; 10%; {4MeO-L +

H}+), 471.07 (calc. 471.21; 100%; {[Co(4MeO-L)(Cl)2] + 2H2O + H}+), 702.21 (calc. 702.14; 71%;
{[Co(4MeO-L)2(Cl)]}+), 774.76 (calc. 775.13; 30%; {[Co(4MeO-L)2(Cl)] + 4H2O}+). IR (ATR, v, cm−1):
399w, 412w, 476w, 501w, 517w, 589w, 612w, 646w, 729w, 809s, 969w, 1013w, 1059w, 1102w 1134w, 1159w,
1212w, 1347w, 1401w, 1497w, 1534w, 1598s, 3129w. Thermal stability up to ca. 310 ◦C was confirmed by
thermogravimetry measurement.

3.3. Deposited Samples

Drop-cast sample was prepared by dissolving the bulk compound 1 in dichloromethane (98%,
Penta, Czech Republic) to make a final solution with a 100 µM concentration. The actual drop-casting
was conducted in a mobile glove bag (Merck, Germany) filled with inert nitrogen gas; 10 µL was
drop-cast onto a substrate. For the thermal sublimation, we used a home-built high-vacuum sublimation
chamber equipped with a quartz crucible heated by tungsten wire, with a thermocouple in thermal
contact with the crucible. The base chamber pressure during the sublimation was 2 × 10−7 mbar. The
sublimations were performed at 75 and 265 ◦C, respectively.

3.4. Raman Spectroscopy (RS)

Raman spectra were acquired on a confocal Raman microscope WITec Alpha300 R+ (WITec,
Ulm, Germany). All measurements were carried out with the excitation laser source with a 532 nm
wavelength and 1 mW power output. Optical images were acquired with a 100× objective (NA 0.9,
WD 0.31 mm).

3.5. Atomic Force Microscopy (AFM)

All topography images and profiles were obtained with the scanning probe microscope Bruker
Dimension Icon in tapping mode.

3.6. X-ray Photoelectron Spectroscopy (XPS)

X-ray photoelectron (XPS) measurements were carried out with a Kratos Axis Supra (Kratos
Analytical, Manchester, United Kingdom) spectrometer at room temperature and under ultra-high
vacuum (UHV) conditions. The instrument was equipped with a monochromatic Al Kα source of
1486.6 eV (15 mA, 15 kV) and a hemispherical analyzer with a hybrid magnetic and electrostatic lens
for enhanced electron collection. Survey and detailed XPS spectra were acquired at normal emission
with fixed pass energies of 160 and 20 eV, respectively. All spectra were calibrated to the hydrocarbon
peak set to 284.8 eV. The Kratos charge neutralizer system was used on all specimens. The inelastic
backgrounds in all the spectra were subtracted according to the Shirley method [63]. Data analysis
was based on a standard deconvolution method using a mixed Gaussian (G) and Lorentzian (L) line
shape (G = 70% and L = 30%, Gaussian–Lorentzian product) for each component in the spectra. The
elemental composition of the samples was evaluated using a semi-empirical approach. The integrated
intensity of each component was corrected with the photoionization cross-section calculated for each
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atom, neglecting the differences in photoelectron escape length as a function of the kinetic energy [64].
The spectra were analyzed using the CasaXPS software (version 2.3.18).

3.7. High-Frequency Electron Spin Resonance (HF-ESR)

HF-ESR spectra were acquired on a newly home-built spectrometer featuring a signal
generator (Virginia Diodes, Charlottesville, VA, USA), an amplifier–multiplier chain (Virginia Diodes,
Charlottesville, USA), a quasi-optical bridge (Thomas Keating, Billingshurst, UK), and a 16 T solenoid
cryomagnet (Cryogenic, London, UK) with heterodyne signal detection. The reference powder sample
of the complex was studied as a pressed powder with a ø 5 mm pellet sample. All ESR spectra were
simulated using EasySpin [65], a toolbox for Matlab.

3.8. Density Functional Theory (DFT)

The density functional calculations for molecular adsorption were performed with the Vienna
Ab-Initio Simulation Package (VASP) [54–57] version 5.4.4, which uses a plane-wave basis for the
Kohn–Sham orbitals, the Projector Augmented Wave (PAW) method [57,66], and pseudopotentials.
The exchange–correlation potential was approximated by generalized gradient approximation in
Perdew–Burke–Ernzerhof (PBE) parametrization [58,59]. Van der Waals corrections were calculated
using the D2 method of Grimme [67]. In all calculations, the kinetic energy cut-off for the plane waves
was 420 eV. For the calculation of the ground state energy of the system molecule+substrate and
graphene substrate, a Γ-centered 2 × 2 × 1 Monkhorst–Pack mesh [68] was used to sample the Brillouin
zone, while a Γ-point calculation was used for the ground-state energy of the molecule. We considered
two different molecular geometries relative to the graphene plane. Geometry 1 lies on top of a 17 × 8
graphene supercell, while a 13 × 7 supercell was used for Geometry 2 (1 × 1 corresponds to graphene’s
unit cell). Since a plane-wave basis was used, the systems were periodic along each lattice vector;
therefore, an array of infinite molecules was simulated, which in principle can interact with each other.
Nevertheless, the distance between the closest atoms of neighboring molecules was no less than 9.0 Å
for Geometry 1 and 5.8 Å for Geometry 2 (the distance between the closest Co atoms was 17.2 Å for
Geometry 1, and 19.7 Å for Geometry 2); therefore, it was assumed that the molecules did not interact
with each other. Geometry relaxation was performed until the forces were below 0.1 eV/Å.

3.9. Theoretical Methods (CASSCF/NEVPT2)

All the theoretical calculations were performed with the ORCA 4.2 computational package [69].
All the calculations employed the triple-ζ def2-TZVP basis functions for all atoms except for
carbon and hydrogen, for which the def2-SVP basis set was applied [70]. Additionally, the def2/J
and def2-TZVP/C auxiliary basis sets were utilized together with RIJCOSX approximation [71,72].
The multiconfigurational character of the studied Co(II) complexes was handled by calculations
utilizing self-consistent field (SA-CASSCF) wave functions [73] with N-electron valence second-order
perturbation theory (NEVPT2) [74]. The active space of the CASSCF calculation was set to five d-orbitals
of Co(II) (CAS(7,5)). The D- and g-tensors, based on dominant spin−orbit coupling contributions from
excited states, were calculated through quasi-degenerate perturbation theory (QDPT) [75]. We utilized
approximations to the Breit–Pauli form of the spin-orbit coupling operator (SOMF approximation) [76]
and effective Hamiltonian theory [77].

3.10. Elemental Analyses (EA)

Elemental analysis was carried out using a Flash 2000 CHNS Elemental Analyzer (Thermo
Scientific, Waltham, MA, USA).
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3.11. Mass Spectrometry (MS)

Electrospray ionization mass spectrometry (ESI-MS; methanol solutions) was performed with
an LCQ Fleet ion trap spectrometer (Thermo Scientific, Waltham, MA, USA; QualBrowser software,
version 2.0.7) in both positive (ESI+) and negative (ESI-) ionization modes.

3.12. NMR Spectroscopy

1H and 13C NMR spectroscopy, and 1H-13C gsHMQC and 1H-13C gsHMBC two-dimensional
correlation experiments were performed using CDCl3 (4MeO-L) solution at 300 K using a Varian
spectrometer (Palo Alto, CA, USA) at 400.00 MHz (for 1H NMR) and 101.00 MHz (for 13C NMR),
where gs = the gradient selected, HMQC = the heteronuclear multiple quantum coherence, and HMBC
= the heteronuclear multiple bond coherence. 1H and 13C NMR spectra were calibrated against the
residual CDCl31H NMR (7.26 ppm) and 13C NMR (77.16 ppm) signals. The splitting of the proton
resonances in the reported 1H spectra is defined as s = singlet, d = doublet, dd = doublet of doublets,
sep = septet, m = multiplet, and bs = broad signal.

3.13. Infrared Spectroscopy

A Jasco FT/IR-4700 spectrometer (Jasco, Easton, MD, USA) was used for the collection of the
infrared (IR) spectra of the studied ligand and complex in the range of 400–4000 cm−1 by using the
attenuated total reflection (ATR) technique on a diamond plate.

3.14. Crystallography

A single crystal of 1 was mounted on a Stoe StadiVari diffractometer possessing a Pilatus3R
300 K detector and microfocused sealed tube Xenocs Genix3D Cu HF (λ = 1.54186 Å) at 100 K. The
structure was solved using the program SuperFlip [78] and refined using the program ShelXL (ver.
2018/3) [79] in the crystallographic package Olex2 [80]. The structure was drawn using the Mercury
program [81]. Crystal data for CoC38H32Cl2N4O4 (M = 738.50 g/mol): monoclinic, space group Pc (no.
7), a = 18.7700(3) Å, b = 12.2910(4) Å, c = 7.3969(6) Å, β = 101.392(3)◦, V = 1672.86(15) Å3, Z = 2, T
= 100(1) K, µ(CuKα) = 5.885 mm−1, Dcalc = 1.466 g/cm3, 31,686 reflections measured (3.596◦ ≤ 2Θ ≤
72.338◦), 5367 unique (Rint = 0.0372), used in all calculations. The final R1 was 0.0455 (I > 2σ(I)), and
the wR2 was 0.1211 (all data). The highest peak: +0.28; the deepest hole: −0.53. Crystal structure
refinement: All atoms except for hydrogen were refined anisotropically. The hydrogen atoms were
placed into the calculated positions, and they were included into the riding-model approximation with
Uiso = 1.2Ueq(C) or 1.5 Ueq (CH3) and d(C−H) = 0.95–0.98 Å.

4. Conclusions

This paper reports on the synthesis, crystal structure, magnetic properties, and characterization
of a new Co(II)-based complex with monodentate chalcone ligands and its deposition on graphene.
The magnetic properties were determined from HF-ESR measurements and were found to be in fair
agreement with CASSCF/NEVPT2 ab initio quantum chemical calculations. The spin Hamiltonian
parameters are as follows: D = 14.6 cm−1 with significant rhombicity E/D = 0.235, and gx = 2.32, gy =

2.38, and gz = 2.16. Depositions on graphene were attempted by both drop-casting in an inert nitrogen
atmosphere and by the thermal sublimation of bulk compound 1 in a high vacuum. In both cases, we
observed organic chlorine components, suggesting the partial decomposition of the complex or possible
chlorination of graphene. On the contrary, the Raman spectra showed a good agreement of the peaks
in bulk and on the graphene; however, a few peaks from the complex overlapped with the graphene
peaks, which hindered the analysis. In the case of the drop-cast sample, we observed the formation of
small nanodroplets about 50 nm high on the graphene. Samples prepared by thermal sublimations
revealed the formation of microcrystallites formed mostly at the grain edges and defects on graphene.
DFT simulations of the complex at two geometries on the graphene surface confirmed only weak
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attraction to the graphene surface, with the crucial role of van der Waals forces in the adsorption on
graphene. The outlook for the successful deposition of intact complexes on graphene surfaces requires
the fine chemical tailoring of ligands, promoting adhesion on graphene, and utilizing chelation agents
that protect the complex from detrimental effects such as atmospheric moisture, oxidation, and thermal
decomposition. The next step after successful deposition is to obtain the magnetic properties of a
thin film on the surface, which will be obtained from HF-ESR measurements or from X-ray magnetic
circular dichroism (XMCD) at the synchrotron facility.

Supplementary Materials: The following are available online. Table S1: Comparison of Raman shift peaks (in
cm−1) for drop-casting. Peak intensity is denoted as follows: strong—s, medium—m, and weak—w. Figure S1:
AFM images from drop-cast and sublimated samples at 75 and 265 ◦C. Figure S2: Weak Co 2p peak from the
drop-cast sample. Figure S3: Elemental percentage of atoms in powder from crucible after thermal sublimation at
75 and 265 ◦C. Deposition Number 2034425 (1) contains the supplementary crystallographic data for this paper.
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Abstract: By simple reactions involving various cobalt(II) carboxylates (acetate and in situ prepared
pivalate and 4-hydroxybenzoate salts) and neocuproine (neo), we were able to prepare three different
carboxylate complexes with the general formula [Co(neo)(RCOO)2] (R = –CH3 for 1, (CH3)3C– for
2, and 4OH-C4H6– for 3). The [Co(neo)(RCOO)2] molecules in the crystal structures of 1–3 adopt
a rather distorted coordination environment, with the largest trigonal distortion observed for 1,
whereas 2 and 3 are similarly distorted from ideal octahedral geometry. The combined theoretical
and experimental investigations of magnetic properties revealed that the spin Hamiltonian formalism
was not a valid approach and the L-S Hamiltonian had to be used to reveal very large magnetic
anisotropies for 1–3. The measurements of AC susceptibility showed that all three compounds
exhibited slow-relaxation of magnetization in a weak external static magnetic field, and thus can be
classified as field-induced single-ion magnets. It is noteworthy that 1 also exhibits a weak AC signal
in a zero-external magnetic field.

Keywords: single-ion magnets; magnetic anisotropy; cobalt(II)

1. Introduction

Hexacoordinate Co(II) complexes often tend to possess very large magnetic anisotropies
arising from the direct contribution of spin orbit coupling to the ground state. If the
coordination geometry is regular octahedron, the ground state is 4T1g. Then, angular
momentum is the main contributor to the zero-field splitting (ZFS), because the spin-
orbit coupling operator transforms under t1g, thus it directly mixes with the ground state.
Magnetic anisotropy is then very large and of the easy-plane type [1], the classic spin
Hamiltonian description loses validity, and low-lying excited states appear [2]. The design
of highly anisotropic magnetic molecules exploits changing of the regular octahedral
geometry, which can be achieved either by elongation/compression of the metal–ligand
bonds or by trigonal distortion. Both types of distortion can lead to double orbitally
degenerate ground states (4Eg for compressed octahedron, D4h, 4E′ ′ for trigonal prism,
D3h), manifesting themselves again by a large contribution of spin-orbit coupling to the
ground state. However, contrary to the 4T1g state [3,4], the anisotropy of E-states is of
the axial character [5]. Thus, Co(II) complexes with doubly degenerate ground states are
highly interesting for synthesis of single-ion magnets (SIMs), which are a class of singe
molecule magnets (SMMs) [6] containing only one paramagnetic center [7]. Among all
SIMs based on 3d transition metal ions [8–15], those with trigonal prismatic environment
around the Co(II) center have a special position, because they often exhibit slow relaxation
of magnetization in the absence of an external magnetic field [16–22]. It must be noted that
so-called zero-field SIMs (ZF-SIMs) are still very rare for complexes of 3d transition metals,
which is because of the rather specific requirements needed for occurrence of ZF-SIMs; i.e.,
large and axial magnetic anisotropy with negligible rhombicity [23]. Thus, in line with the
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matter discussed above, the trigonal Co(II) complexes with doubly degenerate ground state
are ideal candidates for ZF-SIMs. Besides this class of Co(II) compounds, there are only a
few examples of 3d metal based ZF-SIMs: linear two-coordinate Fe(I) [24,25], Co(II) [10]
complexes, pentacoordinate Fe(III) [26], or tetracoordinate Co(II) complexes [27–32].

In this paper, we focused our attention on trigonal distortion and, as the object of our
research, we used very common carboxylate complexes [33] with one bidentate N-donor
chelating ligand. Recently, we reported on two [Co(neo)(PhCOO)2] polymorphs (neo
stands for neocuproine), which differed in their trigonal distortion and magnetic prop-
erties. Both compounds behaved as SIMs in a weak external magnetic field (B = 0.1 T),
so-called field-induced SIMs [34]. In the present paper, we show that, for [Co(neo)(RCOO)2]
complexes, we can achieve a significant change in the trigonality of the coordination
polyhedron by variation of carboxylate ligands (RCOO–). We report on the synthesis,
crystal structure, and thorough experimental and theoretical investigation of static and
dynamic magnetic properties of three new carboxylate complexes with the general formula
[Co(neo)(RCOO)2], where RCOO– represents carboxylate ligands (acetate (1), pivalate (2),
and 4-hydroxybenzoate (3)).

2. Materials and Methods
2.1. Materials

Co(NO3)2·6H2O, Co(ac)2·4H2O, neocuproine, sodium pivalate hydrate, sodium
4-hydroxybenzoate, and solvents (MeOH, diethyl ether (Et2O)) were supplied by VWR
International (Stříbrná Skalice, Czech Republic), Sigma-Aldrich (Prague, Czech Republic),
Lach-Ner (Neratovice, Czech Republic), and Litolab (Chudobín, Czech Republic).

2.2. Synthesis
2.2.1. Complex [Co(neo)(ac)2] (1)

To the solution of Co(ac)2·4H2O (0.48 mmol, 120 mg) in 5 mL of methanol, 100 mg
of neocuproine (0.48 mmol) was added. The solution was ultrasonicated for 15 min. The
violet solution was filtered through a paper filter and crystallized by slow diffusion of Et2O
in a closed flask. Then, 130 mg of 1 was isolated by filtration (yield = 70%) as violet crystals,
which were dried in a desiccator under reduced pressure (overnight). IR (ATR, v, cm−1):
408 w, 437 w, 550 w, 618 w, 675 m, 733 w, 778 w, 813 w, 846 w, 865 m, 937 w, 1007 w, 1037 w,
1162 w, 1226 w, 1299 w, 1383 m, 1421 s, 1440 s, 1501 m, 1556 s, 1593 m, 1617 w, 3001 w,
3055 w.

2.2.2. Complexes [Co(neo)(piv)2] (2) and [Co(neo)(4OH-benz)2]·2CH3OH (3)

Compounds 2 and 3 were both prepared using the following method. To the solution
of Co(NO3)2·6H2O (70 mg, 0.24 mmol) in 15 mL of methanol, 50 mg of neocuproine
(0.24 mmol) was added. The solution was heated up to 50 ◦C, then 2 molar equiv. of the
corresponding sodium salt was added (60 mg of sodium pivalate hydrate, 2; 77 mg of
sodium 4-hydroxybenzoate, 3). The violet solution was filtered through a paper filter and
crystallized isothermally. Then, 49 mg (yield = 43%) of 2 and 52 mg of 3 (yield = 36%) were
obtained as violet crystals a couple of days later. The crystals were dried in a desiccator
under reduced pressure (overnight).

2: IR (ATR, v, cm−1): 355 m, 407 w, 551 w, 609 w, 656 w, 681 w, 733 w, 776 w, 791 w,
810 w, 864 w, 900 w, 940 w, 1002 w, 1032 w, 1157 w, 1225 m, 1297 w, 1359 m, 1377 w, 1421 s,
1457 w, 1486 s, 1503 m, 1533 m, 1593 m, 2865 w, 2926 w, 2967 w.

3: IR (ATR, v, cm−1): 406 w, 504 w, 549 w, 630 m, 658 w, 701 w, 728 w, 783 m, 855 m,
1030 m, 1099 w, 1142 w, 1166 m, 1227 m, 1284 m, 1373 s, 1396 s, 1503 m, 1534 w, 1568 w,
1593 s, 2818 w, 2907 w, 2937 w, 3059 w, 3352 w, 3462 w.

Elemental analysis: 1, Mr = 550.4, C18H18CoN2O4, found: C, 56.28 H, 4.74; N, 7.25, re-
quires C, 56.11; H, 4.71; N, 7.27%, 2, Mr = 567.9, C24H30CoN2O4, found: C, 61.38; H, 6.52; N,
5.90, requires C, 61.40; H, 6.44; N, 5.97%, 3 (composition calculated for [Co(neo)(4OH-
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benz)2]·1.8 CH3OH), Mr = 661.9, C30H30CoN2O7.8, found: C, 59.46; H, 4.56; N, 4.97, requires
C, 59.74; H, 4.91; N, 4.68.

2.3. General Methods

Elemental analysis was performed by a Flash 2000 CHNS Elemental Analyzer (Thermo
Scientific, Waltham, MA, USA). A Jasco FT/IR-4700 spectrometer (Jasco, Easton, MD, USA)
was used for the collection of the infrared (IR) spectra in the range of 400–4000 cm−1 using
the attenuated total reflection (ATR) technique on a diamond plate. The static magnetic
data were measured on powdered samples pressed into pellets using a PPMS Dynacool
(Quantum Design Inc., San Diego, CA, USA). The dynamic magnetic data were measured
on powdered samples pressed into pellets stabilized by eicosane using a MPMS XL-7
Quantum Design SQUID magnetometer (Quantum Design Inc., San Diego, CA, USA).

2.4. X-ray Crystallography

Data collection for 1–3 was done using the standard rotational method on a D8 Quest
diffractometer equipped with a Photon 100 CMOS detector (Bruker, Billerica, MA, USA)
using the Mo-Kα radiation (λ = 0.71073 Å). Data collection, data reduction, and cell param-
eters refinements were performed using the Bruker Apex III software package [35]. The
structures were solved by SHELXT [36] and all non-hydrogen atoms were refined anisotrop-
ically on F2 using the full matrix least-squares procedure with Olex2.refine [37] in OLEX2
(version 1.5) [38]. All hydrogen atoms were found in differential Fourier maps and their
parameters were refined using a riding model with Uiso(H) = 1.2(CH) or 1.5(–CH3, –OH)
Ueq. The molecular structures and packing diagram were drawn with MERCURY [39].

Powder diffraction data (Supplementary information, Figures S1–S3) were collected
using a MiniFlex600 (Rigaku) equipped with the Bragg–Brentano geometry, and with
iron-filtered Cu Kα1,2 radiation.

3. Results and Discussion
3.1. Synthesis and Crystal Structure

Compound 1 was prepared by a direct reaction between Co(ac)2·4H2O and neo (molar
ratio 1:1) in methanol. Compounds 2 and 3 were prepared in a very similar way, but
Co(NO3)2·6H2O was used as the starting Co(II) compound and the corresponding sodium
salts (NaRCOO) were used as a source of the carboxylate ligands. The reaction mixtures
were prepared by dissolving Co(NO3)2·6H2O, neo, and NaRCOO in methanol (molar ratio
of 1:1:2). These procedures proved to be good for the preparation of the crystalline products
including single crystals useful for X-ray diffraction; however, the reaction yields were
relatively low (30–50%).

Compounds 1–3 were isolated as violet crystals, which diffracted rather well, and
we were able to determine crystal structures by single-crystal X-ray diffraction. The
basic crystallographic data are summarized in Table 1. All compounds consist of the
[Co(neo)(RCOO)2] complex molecules, only in 3 are two additional co-crystallized methanol
molecules present in the asymmetric unit. The complex molecules are hexacoordinate, and
all the ligands coordinate to the Co atom in a bidentate manner. The Co–N bonds adopt
bond lengths between 2.08 and 2.13 Å, whereas the lengths of the Co–O bonds are more
variable: 2.04–2.20 Å (Figure 1). The shapes of the coordination polyhedrons were evaluated
using SHAPE algorithm and continuous shape measures (CSMs) [40]. We revealed that
all the complex molecules possessed very large distortions from the ideal geometries. The
coordination polyhedrons of 2 and 3 are closer to regular octahedral (Oh) than trigonal
prismatic geometry (D3h), with the following CSMs (Oh, D3h): 7.650, 9.801, 2; 6.352, 10.110,
3. Complex 1 possesses the largest trigonal distortion and coordination geometry close to
trigonal prism (11.893, 3.761, ESI Table S1).
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Table 1. Crystallographic data for 1–3.

1 2 3

Formula C18H18CoN2O4 C24H30CoN2O4 C30H30CoN2O8
Formula weight 385.27 469.43 605.49
Crystal system monoclinic triclinic monoclinic

Space group C2/c P1 P21/c
Cell parameters

a/Å 14.0976(17) 9.5282(13) 9.922(4)
b/Å 9.4555(12) 9.8422(13) 19.083(7)
c/Å 25.255(4) 14.4559(16) 15.191(6)

α/deg 90 87.490(4) 90
β/deg 95.643(12) 80.364(4) 91.472(14)
γ/deg 90 62.028(4) 90
V/Å3 3350.1(8) 1179.5(3) 2875(2)

Z 8 2 4
Density, Dc/g cm−3 1.528 1.322 1.399

Abs. coefficient/mm−1 1.050 0.759 0.650
Data/restraints/param 2947/0/230 4629/566/422 5057/0/378

R1 a, wR2
b (all data) 0.0412, 0.0730 0.0594/0.1068 0.1200/0.1847

R1
a, wR2

b [I > 2 s(I)] 0.0296, 0.0700 0.0411/0.0999 0.0611/0.1614
Goodnes of fit 1.073 1.034 1.064
CSD number 2,126,276 2,126,278 2,126,275

a R1 = ∑ (|Fo| – |Fc|)/∑|Fo|, b wR2 = {∑[w(F2
o – F2

c)2]/∑[w(F2
o)2]}1/2.
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1, 2.150(9) in 2, 2.160(4) in 3; Co–O3 = 2.160(2) in 1, 2.149(3) in 2, 2.196(4) in 3; Co–O4 = 2.104(2) in 1, 
2.119(6) in 2, 2.131(3) in 3. 

The non-covalent interactions in 1–3 are mainly of weak nature, including C–H···O, 
C–H···π, and π···π interactions of the neo aromatic rings. Of note here is the crystal struc-
ture of 3, involving OH groups of the 4OH-benz ligands and co-crystallized molecules of 
methanol. These formed 2D networks of the molecules are interconnected by rather strong 
O–H···O hydrogen bonds with the donor···acceptor distances ranging between 2.65 and 
2.85 Å (Figure S4). Even such relatively strong non-covalent contacts did not sufficiently 
stabilize the crystal structure of 3. When the crystals were transferred outside of the 

Figure 1. Molecular structures of complex molecules in the crystal structure of 1 (a), 2 (b), and 3 (c).
Selected bond lengths (in Å): Co1–N1 = 2.105(2) in 1, 2.133(2) in 2, 2.130(4) in 3; Co1–N2 = 2.125(2) in
1, 2.118(2) in 2, 2.078(3) in 3; Co–O1 = 2.175(2) in 1, 2.198(9) in 2, 2.102(3) in 3; Co–O2 = 2.163(2) in 1,
2.150(9) in 2, 2.160(4) in 3; Co–O3 = 2.160(2) in 1, 2.149(3) in 2, 2.196(4) in 3; Co–O4 = 2.104(2) in 1,
2.119(6) in 2, 2.131(3) in 3.

The non-covalent interactions in 1–3 are mainly of weak nature, including C–H···O,
C–H···π, and π···π interactions of the neo aromatic rings. Of note here is the crystal
structure of 3, involving OH groups of the 4OH-benz ligands and co-crystallized molecules
of methanol. These formed 2D networks of the molecules are interconnected by rather
strong O–H···O hydrogen bonds with the donor···acceptor distances ranging between
2.65 and 2.85 Å (Figure S4). Even such relatively strong non-covalent contacts did not
sufficiently stabilize the crystal structure of 3. When the crystals were transferred outside
of the mother-liquor, the solvent loss occurred upon drying and was accompanied by a
loss of crystallinity and/or change in the unit cell parameters. Thus, at ambient conditions
(T = 298 K, p = 1 atm), we were not able to unambiguously confirm the phase uniformity
of 3, because the X-ray diffraction pattern of the dried 3 differed slightly from the pattern
calculated from the single-crystal structure. Nevertheless, the experiments performed using
grinded crystals of 3 immersed in a highly viscose crystallographic oil showed that, after
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1 h, the diffraction pattern underwent significant changes (Figure S3), which indicated that
the batches of 3 we prepared were phase pure.

3.2. DC Magnetic Properties

The magnetic properties for 1–3 measured in a static magnetic field are depicted in
Figure 2 as the temperature dependence of the effective magnetic moment and isothermal
magnetization. Evidently, the profile of µeff versus T is varied within the series owing to
the variation of the geometry of the coordination polyhedra, and hence the ligand field.
As there are negligible intermolecular interactions, the decrease in µeff is attributed to the
zero-field splitting/large magnetic anisotropy of these compounds. Indeed, this is also
confirmed by the saturation values of Mmol of the isothermal magnetization curves well
below the theoretical limit g·S.
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The splitting of the 4T1g term is described by ∆ax and ∆rh parameters; α is an orbital 
reduction factor, λ is a spin-orbit coupling parameter, and ge = 2.0023. Owing to the utili-
zation of T1-P isomorphism, the angular orbital momentum L adopts the value of 1 with 
the effective Lande g-factor, gL = −1. The Hamiltonian acts on |S, L, MS, ML > functions with 

Figure 2. The DC magnetic data for 1–3 shown as the temperature dependence of the effective
magnetic moment and isothermal molar magnetization measured at T = 2, 5, and 10 K. The empty
symbols represent the experimental data; the full lines represent the fitted data using Equation (1)
with the Hamiltonian parameters in Table 2, and the red and blue lines correspond to the negative
and positive value of ∆ax, respectively.

Table 2. The parameters of the Hamiltonian in Equation (1) derived from the experimental and
calculated data.

Parameters 1 2 a 3

the analysis of DC data
∆ax (cm−1) −3317 −523/810 −1051
∆rh (cm−1) −133 −23.6/32.5 −39.6

α 1.66 1.04/1.25 1.21
λ (cm−1) −75.8 −167/−180 −151

the analysis of CASSCF/NEVPT2 energy levels
∆ax (cm−1) −4322 −1703 −1641
∆rh (cm−1) −465 −276 −65.0
α·λ (cm−1) −303 −251 −256

the analysis of CASSCF/NEVPT2 magnetic data
α 1.98 1.55 1.67

λ (cm−1) −153 −162 −153
a The parameters corresponds to the best-fit for the negative and positive value of ∆ax.

Usually, the magnetic anisotropy is treated with the spin Hamiltonian comprising the
zero-field splitting and Zeeman terms; however, hexacoordinate CoII complexes with the
shape of the chromophore close to octahedron or trigonal prism possess orbital angular
momentum, hence the spin Hamiltonian is inappropriate. This was confirmed by ab initio
calculations that predicted magnetic behavior based on E ground state for 1 and low lying
(below 1000 cm−1) excited states for 2 and 3, both contradicting the use of spin Hamiltonian
formalism [41] (vide infra).

Therefore, the DC magnetic data were analysed with the L-S Hamiltonian based on
Griffith and Figgis [42–44], which describes the splitting of the 4T1g term originating from
the 4F atomic term in lower symmetries than Oh as follows:

Ĥ = −α · λ
(→

S ·
→
L
)
+ ∆ax

(
L̂2

z − L̂2/3
)
+ ∆rh

(
L̂2

x − L̂2
y

)
+ µB

→
B
(

ge
→
S − α

→
L
)

(1)

The splitting of the 4T1g term is described by ∆ax and ∆rh parameters; α is an orbital
reduction factor, λ is a spin-orbit coupling parameter, and ge = 2.0023. Owing to the
utilization of T1-P isomorphism, the angular orbital momentum L adopts the value of 1 with
the effective Lande g-factor, gL = −1. The Hamiltonian acts on |S, L, MS, ML > functions
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with ML = 0, ±1 and MS = ±1/2, ±3/2 [45]. Next, the orbital reduction factor embodies
two parameters, α = Aκ, where A is the Figgis coefficient of the configuration interaction
resulting from the admixture of the excited terms reflecting the ligand field strength, and
κ describes the lowering orbital contribution due to covalency of the metal–ligand bond.
Moreover, the spin-orbit coupling parameter λ can be reduced in comparison with its
free-ion value λ0 = −180 cm−1, which is attributable to the covalent character of the
donor–acceptor bond.

The analysis encompasses both temperature- and field-dependent magnetic data
and was done both for positive and negative values of ∆ax with the help of a program
POLYMAGNET [46]. However, only in the case of compound 2 were reasonably good
fits achieved for both signs of ∆ax, whereas the negative sign of ∆ax was found for 1
and 3—Figure 2. The values of the fitted parameters are listed in Table 2. The negative
values of the fitted ∆ax parameters resulted in the easy axis type of magnetic anisotropy, as
visualized in the three-dimensional plots of molar magnetization—Figure S5. Such a type
of magnetic anisotropy is essential for the formation of the spin reversal barrier needed
for the observation of the Orbach type mechanism of the slow relaxation of magnetization.
Moreover, the respective energy levels in the zero magnetic field are also plotted for 1–3 in
Figure S5.

3.3. AC Magnetic Properties

The SMMs are generally characterized by the AC susceptibility measurements, evi-
dencing the slow relaxation of magnetization. Therefore, first, the AC data were measured
in the zero static magnetic field for 1–3, but only in the case of 1 did we observed a very
weak signal of the imaginary susceptibility (χ′ ′). Thus, the data were also measured
for a varying static magnetic field, which resulted in a clear observation of non-zero χ′ ′

susceptibility—Figures S6–S8. Thus, the temperature and frequency AC susceptibility was
measured at small BDC = 0.1 T to suppress the quantum tunneling of magnetization for
1–3, which revealed frequency-dependent maxima of the imaginary susceptibility, thus
confirming the slow relaxation of magnetization—Figures 3–5. The experimental data were
analyzed with a program MIF&FIT [47] to the one component Debye’s model based on
Equation (2):

χ(ω) =
χT − χS

1 + (iωτ)1−α
+ χS (2)

Such an analysis resulted in the values of isothermal (χT) and adiabatic (χS) suscep-
tibilities, relaxation times (τ), and distribution parameters (α) for 1–3 (Tables S2–S4). For
further analysis, only the data for which the fitted parameters were calculated with the
standard deviation two times smaller than the value of the fitted parameter were consid-
ered. Afterwards, the temperature dependences of the relaxation times were analyzed with
a model comprising the direct and Orbach mechanism:

1
τ
= AT +

1
τ0

exp(Ueff/kT) (3)

The fitted data are displayed in Figures 3–5 and the best-fit parameters are as follows:
A = (6.52 ± 0.62) K−1s−1, τ0 = (1.361 ± 0.074) × 10−7 s, and Ueff = (37.7 ± 0.25) K for
1; A = (471 ± 29) K−1s−1, τ0 = (6.2 ± 2.0) × 10−6 s, and Ueff = (19.0 ± 0.74) K for 2;
A = (2053 ± 49) K−1s−1, τ0 = (1.04 ± 0.31) × 10−6 s, and Ueff = (17.5 ± 1.1) K for 3. The
fitted values of Ueff = 26.2 cm−1 for 1, 13.2 cm−1 for 2, and 12.2 cm−1 for 3 are smaller than
the energy gaps between the first and the second Kramers doublets of ∆ = 82 cm−1 for 1,
∆ = 187/145 cm−1 for 2, and ∆ = 181 cm−1 for 3 (Figure S5), but such a feature is typical for
CoII SMMs.
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Figure 3. The AC magnetic data for 1. Temperature dependence of the real (χ’) and imaginary (χ’’) 
components of the AC susceptibility at the applied external magnetic field BDC = 0.1 T for frequencies 
from 1 to 1500 Hz (full lines are only guides for eyes) (top). Frequency dependence of χ’ and χ’’ 
molar susceptibilities fitted with one-component Debye’s model using Equation (2) (full lines) (mid-
dle). The Argand (Cole-Cole) plot with full lines fitted with Equation (2) and, on the right, the fit of 
resulting relaxation times τ with the direct + Orbach relaxation processes (red line) using Equation 
(3) (bottom). 

Figure 3. The AC magnetic data for 1. Temperature dependence of the real (χ′) and imaginary
(χ′ ′) components of the AC susceptibility at the applied external magnetic field BDC = 0.1 T for
frequencies from 1 to 1500 Hz (full lines are only guides for eyes) (top). Frequency dependence of
χ′ and χ′ ′ molar susceptibilities fitted with one-component Debye’s model using Equation (2) (full
lines) (middle). The Argand (Cole-Cole) plot with full lines fitted with Equation (2) and, on the right,
the fit of resulting relaxation times τ with the direct + Orbach relaxation processes (red line) using
Equation (3) (bottom).
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components of the AC susceptibility at the applied external magnetic field BDC = 0.1 T for frequencies 
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Figure 4. The AC magnetic data for 2. Temperature dependence of the real (χ′) and imaginary
(χ′ ′) components of the AC susceptibility at the applied external magnetic field BDC = 0.1 T for
frequencies from 1 to 1500 Hz (full lines are only guides for eyes) (top). Frequency dependence of
χ′ and χ′ ′ molar susceptibilities fitted with one-component Debye’s model using Equation (2) (full
lines) (middle). The Argand (Cole-Cole) plot with full lines fitted with Equation (2) and, on the right,
the fit of resulting relaxation times τ with the direct + Orbach relaxation processes (red line) using
Equation (3) (bottom).
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3.4. Theoretical Calculations 
The electronic structure and magnetic properties of 1–3 were also studied by theoret-

ical methods suitable for complexes with a multireference character. Therefore, the mul-
tireference calculations based on the state average complete active space self-consistent 
field (SA-CASSCF) [48] wave function method complemented by N-electron valence sec-
ond-order perturbation theory (NEVPT2) [49,50] were conducted with an ORCA 5.0 com-
putational package [51,52]. The experimental molecular structures were used, and just the 
positions of hydrogen atoms were normalized with Mercury software. The triple-ζ basis 
set def2-TZVP was used for all atoms except for carbon and hydrogen atoms, for which 
def2-SVP was applied [53]. The speed of the calculations was increased by using def2/J 
and def2-TZVP/C auxiliary basis sets [54,55], together with the chain-of-spheres 
(RIJCOSX) approximation to exact exchange [56,57] as implemented in ORCA. The active 
space was defined by seven electrons in five d-orbitals of CoII (CAS(7e,5o)), and all 

Figure 5. The AC magnetic data for 3. Temperature dependence of the real (χ′) and imaginary
(χ′ ′) components of the AC susceptibility at the applied external magnetic field BDC = 0.1 T for
frequencies from 1 to 1500 Hz (full lines are only guides for eyes) (top). Frequency dependence of
χ′ and χ′ ′ molar susceptibilities fitted with one-component Debye’s model using Equation (2) (full
lines) (middle). The Argand (Cole-Cole) plot with full lines fitted with Equation (2) and, on the right,
the fit of resulting relaxation times τ with the direct + Orbach relaxation processes (red line) using
Equation (3) (bottom).

3.4. Theoretical Calculations

The electronic structure and magnetic properties of 1–3 were also studied by theoretical
methods suitable for complexes with a multireference character. Therefore, the multirefer-
ence calculations based on the state average complete active space self-consistent field (SA-
CASSCF) [48] wave function method complemented by N-electron valence second-order
perturbation theory (NEVPT2) [49,50] were conducted with an ORCA 5.0 computational
package [51,52]. The experimental molecular structures were used, and just the positions of
hydrogen atoms were normalized with Mercury software. The triple-ζ basis set def2-TZVP
was used for all atoms except for carbon and hydrogen atoms, for which def2-SVP was
applied [53]. The speed of the calculations was increased by using def2/J and def2-TZVP/C
auxiliary basis sets [54,55], together with the chain-of-spheres (RIJCOSX) approximation to
exact exchange [56,57] as implemented in ORCA. The active space was defined by seven
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electrons in five d-orbitals of CoII (CAS(7e,5o)), and all possible multiplets, 10 quartets
and 40 doublets, were involved in the calculations. Subsequently, the ab initio ligand field
theory (AILFT) [58,59] was applied to calculate the splitting of d-orbitals, as shown in
Figure 6. It is evident that splitting of d-orbitals for 1 is close to the pattern typical for a
trigonal prism ligand field, whereas the splitting for 3 resembles a more typical octahedral
ligand field. This nicely demonstrates the gradual change in the ligand field symmetry
within the series of 1–3. Next, the 4T1g term is split within 0–2000 cm−1 for 2 and 3 owing
to their deviations from ideal Oh symmetry, but, in the case of 1, there is evidently a split 4E
ground term (0–930 cm−1) belonging to D3 pseudosymmetry (Figure 6, middle). It can be
also interpreted as a large distortion of Oh symmetry, evidenced by the large splitting of the
4T1g term spanning energy interval of 0–5000 cm−1. This is also mirrored in the splitting of
the six lowest Kramers doublets (Figure 6, right), which is largest for 1.
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are shown in a different color.

The energies of the six lowest Kramers doublets were used for the analysis of the
parameters of the Hamiltonian in Equation (1). Such a procedure we applied for the first
time in the investigation of the above mentioned [Co(neo)(PhCOO)2] polymorphs [34]
and then also for other CoII complexes [60–62]. This procedure resulted in the values of
α·λ, ∆ax, ∆rh, which are listed in Table 2 and graphically presented in Figure S9. However,
this procedure has one drawback, as it is not possible to determine the values of α and λ
separately. To overcome this problem, we calculated temperature- and field-dependent
magnetization data directly in an ORCA package resulting from CASSCF/NEVPT2 cal-
culations. Subsequently, these magnetic data were fitted to Equation (1), but with fixed
values of α·λ, ∆ax, ∆rh, which enabled the determination of α and λ, as listed in Table 2. The
respective fits are depicted in Figure S10. There are clear trends visible from the calculated
values: α and ∆ax are much larger for 1 than for 2–3, evidencing the impact of the geometry
change from the trigonal prism to the octahedral shape. We can also comment on the
possible source of discrepancies between the values of the Hamiltonian parameters derived
from fitting of the experimental data and from CASSCF/NEVPT2 calculations. Firstly, the
fitting of magnetic data is limited only to the temperature interval of 1.9–300 K, whereas
the energy levels from Equation (1) span an interval of up to several thousand cm−1/K,
which means that the Boltzmann population of energetically higher Kramers doublets is
negligible, and hence does not affect magnetic data. Secondly, the active space of theoretical
calculations was limited to only five d-orbitals, thus the ligand-based orbitals are missing;
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however, such calculations are usually too demanding for such complexes with a larger
number of atoms.

Furthermore, the SINGLE_ANISO module [63] now available in ORCA 5.0 was em-
ployed and the ab initio magnetization blocking barriers were computed for 1–3, as dis-
played in Figure 7. The corresponding matrix element of the transversal magnetic moment
between the ground states with opposite magnetization is close to the value of 0.5 for
2–3, and thus is larger than 0.1, which suggests a large predisposition for the quantum
tunneling of magnetization. On the contrary, the value of 0.08 for 1 is rather small. These
results are in good agreement with the AC susceptibility data, where a weak non-zero
out-of-phase signal in the zero magnetic field was observed only for 1, and applying the
static magnetic field was necessary to observe the slow relaxation of magnetization for
2 and 3. The calculated energy barriers U are 140 cm−1 for 1, 162 cm−1 for 2, and 250 cm−1

for 3, and reflect the alternation in the coordination polyhedron geometries.
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4. Conclusions

In this report, we discussed the structure and magnetic properties of three compounds
containing [Co(neo)(RCOO)2] molecules (neo = neocuproine, R = –CH3 for 1, (CH3)3C–
for 2, and 4OH-C4H6– for 3). All three complexes are hexacoordinate, with coordination
environments rather distorted from ideal octahedron. Calculated continuous shape mea-
sures for 1 are close to trigonal prismatic geometry, whereas 2 and 3 adopt very trigonally
distorted octahedral coordination environments. The magnetic properties were studied
by DC and AC magnetometry, and it was revealed that very large magnetic anisotropy
dominates the magnetic behavior of 1–3. CASSCF/NEVPT2 calculations revealed that the
origin of the large anisotropy in 1 is in the 4E ground state, whereas in 2 and 3, the large
magnetic anisotropy arises from low-lying excited ligand field terms owing to the distorted
hexacoordinate coordination geometry. The largest intra-Kramers doublet splitting was
calculated for 3, whereas the smallest was calculated for 1. This agrees rather well with
the distortion from the regular octahedral geometry of the coordination polyhedron in
these complexes (CSMs): 6.352 (in 3) < 7.650 (in 2) < 11.893 (in 1). AC susceptibility mea-
surements revealed that 1 exhibits the slow relaxation of magnetization even in the zero
static magnetic field. However, the observed signal was rather weak, and this prevented us
from performing further analysis. Thus, for all three compounds, AC susceptibility was
measured in a static magnetic field (Bdc = 0.1 T) and the slow relaxation of magnetization
was confirmed for all of them. Thus, 1–3 behave as field-induced single-ion magnets, where
1 has the largest Ueff = 38 K. SINGLE_ANISO calculations revealed that the probability of
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|3/2,+3/2>↔ |3/2,−3/2> quantum tunneling is the lowest for 1, whereas in 2 and 3, it
should be the dominant relaxation process in the absence of the external magnetic field.
This agrees rather well with the experimental observations presented in this report and,
furthermore, it underlines the importance of trigonal coordination geometry (as in 1) for
the preparation of Co(II) zero-field SIMs.
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A B S T R A C T   

We present structural and magnetic studies of complex [Cu(dpt)(NCS)2], 1a, dpt = bis(3-aminopropyl)amine. A 
weak antiferromagnetic interaction mediated by a Cu⋯ π non-covalent interaction was identified by magne-
tometry measurements, and the exchange magnitude (J = -2.24 cm− 1, J stands for isotropic magnetic exchange 
constant) was determined. These results were supported by theoretical calculations (DFT) and the nature of the 
Cu⋯ π interaction was studied by QT-AIM. It was confirmed that the Cu⋯ π non-covalent interaction could be 
described as semi-coordination. The obtained results were compared to those previously reported for the 
isomorphous complex [Co(dpt)(NCS)2].   

1. Introduction 

Despite the absence of a formal definition, the term semi- 
coordination describes a situation in which the distance between a 
central atom (M) and a possible donor atom (X) is significantly longer 
than is typical for a covalent bond of the particular type [1], but still, the 
M⋯X distance adopts values consistent with non-covalent interaction. 
In other words, semi-coordination can be considered as an attractive 
non-covalent interaction involving a central atom. As the preliminary 
classification criterion, the M⋯X distance can be chosen and this 
“should be smaller than the sum of the van der Waals radii [2], but 
significantly longer than the typical coordination bond for the same 
formal oxidation states of both M and X." [3]. If we consider possible 
effects of semi-coordination on molecular magnetic properties, we can 
easily recognize weakening of the electrostatic interaction between M 
and X with their increasing distance. This could have important conse-
quences for the overall ligand field strength in the complex molecule [4] 
and for its magnetic anisotropy [5,6], but reports addressing these issues 
are still lacking in the literature. On the other hand, there have been 
previous reports on the involvement of semi-coordination bonds in the 
mediation of magnetic exchange interactions. In 2012, Starodub et al. 
reported on the crystal structure and magnetic properties of a copper(II) 
complex with the 1,3-dithiole-2-thione-4,5-dithiolate ligand, which 
exhibited a weak antiferromagnetic interaction within a supramolecular 
dimer interconnected by a pair of weak Cu⋯S interactions (d(Cu⋯S) =

3.144(1) Å, 
∑

Rvdw(Cu,S) = 3.8 Å) [7]. In 2013, Nelyubina et al. pro-
posed that even extremely long and weak Cu⋯O contacts (d(Cu⋯O) =
3.5808(8) Å, 

∑
Rvdw(Cu,O) = 3.55 Å) could be responsible for the 

mediation of weak antiferromagnetic exchange interactions in Na2Cu 
(CO3)2 [8]. In 2016, we reported on the static and dynamic properties of 
pentacoordinate [Co(dpt)(NCS)2] complex (dpt = bis(3-aminopropyl) 
amine), which exhibited a weak ferromagnetic exchange interaction. 
The mediation of such exchange interaction was ascribed to the exis-
tence of the {[Co(dpt)(NCS)2]2} supramolecular dimers, which formed 
in the crystal structure due to weak intermolecular N–H⋯S hydrogen 
bonding between the amino groups of the dpt ligand and sulfur atoms 
from the NCS– ligands. Due to this special arrangement, the central atom 
is found in the proximity of the nitrogen atom from the NCS– ligand (d 
(Co⋯N) = 3.451(1) Å, 

∑
Rvdw(Co,N) = 3.6 Å) belonging to an adjacent 

complex molecule (Fig. 1). We confirmed the presence of ferromagnetic 
exchange experimentally and the assignment of the exchange pathway 
was supported by DFT calculations [9]. 

In this paper, we report the results obtained for analogous complex 
[Cu(dpt)(NCS)2], (1a), which is isomorphous with the Co complex [Co 
(dpt)(NCS)2], (1b). The synthesis and crystal structure of 1a were pre-
viously reported by M. Cannas et al. in 1974 [10]. Here we report on 
redetermination of the crystal structure using aspherical scattering 
factors [11] and QT AIM (Quantum Theory of Atoms In Molecules) 
analysis of non-covalent interactions. Furthermore, to understand the 
magnetic properties of 1a we performed magnetic measurements and 
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electron paramagnetic resonance (EPR) spectroscopy. All the obtained 
results were supported by theoretical calculations and discussed in 
comparison to 1b. 

2. Experimental 

2.1. Materials and methods 

Cu(NO3)2⋅3H2O was purchased from Lach-Ner (Neratovice, Czech 
Republic), other chemicals, i.e. potassium thiocyanate, bis(3- 
aminopropyl)amine (dpt), copper nitrate hydrate, from Sigma-Aldrich 
(Prague, Czech Republic), and the solvent used (methanol, MeOH) 
was purchased from Penta (Prague, Czech Republic). 

Elemental analysis was performed by a Flash 2000 CHNS Elemental 
Analyzer (Thermo Scientific, Waltham, MA, USA). A Jasco FT/IR-4700 
spectrometer (Jasco, Easton, MD, USA) was used for the collection of 
the infrared (IR) spectra of the studied ligand and complexes in the range 
of 400–4000 cm− 1 by using the attenuated total reflection (ATR) tech-
nique on a diamond plate. UV–VIS spectroscopy was performed using a 
Perkin-Elmer (Waltham, MA, USA) Lambda 35 spectrometer at 
11.000–40.000 cm− 1. The magnetometry was performed using Low 
Temperature Vibrating Sample Magnetometer Cryogenic Limited in the 
temperature range 2–300 K in the magnetic field of 0.2 T and the field 
dependent measurements from − 9 to 9 T. 

Data collection for 1a was done using an XtaLAB Synergy-I diffrac-
tometer with a HyPix3000 hybrid pixel array detector and microfocused 
PhotonJet-I X-ray source (Cu Kα) at two temperatures: 100.0(2) K and 
293(2) K. The structure was solved using SHELXT [12] program and 
refined by the full matrix least-squares procedure with Olex2.refine [13] 
in OLEX2 (version 1.5) [14]. The multi-scan absorption corrections were 
applied using the program CrysAlisPro 1.171.40.82a [15]. The molec-
ular structures and packing diagram were drawn with MERCURY [16]. 

The non-spherical refinement of the structure was done by structure 
refinement method Hirshfeld atom refinement (HAR) [17,18] using 
NoSpherA2 software [10] incorporated in OLEX2 and with computa-
tional support of ORCA 4.2.1 computational package (functional: 
B3LYP, basis set: def2-TZVPP) [19]. Aspherical scattering factors were 
calculated at a high level of integration precision and anisotropic 
refinement of the hydrogen atoms were performed. The effect of HAR 
manifested itself by significant decrease of global descriptors of refine-
ment quality (the value of R1(I > 2σ(I)) dropped from 0.0215 to 0.0146), 
but also in decrease of data to parameter ratio. 

The selected crystallographic data for 1a: 
Crystal system: chemical formula: C8H17CuN5S2, Mw = 310.94 g/ 

mol, 1a@293 K: temperature of experiment = 293(2) K, monoclinic, 
space group: P21/n, a = 7.59847(5) Å, b = 14.15962(8) Å, c = 12.70041 
(8) Å, β = 100.2122(6) deg., V = 1344.808(14) Å3, Z = 4, Dc/g cm− 3 =

1.536, μ/ mm− 1 = 5.058, F(000) = 644, Data/restraints/parameters =
2531/0/146, Goodness-of-fit (GOF) on F2 = 1.065, R1, wR2 (I > 2σ(I)) =
0.0254, 0.0654, R1, wR2 (all data) = 0.0258, 0.0656, CCDC number =
2160407; 1a@100 K, temperature of experiment 100.0(2) K, mono- 
clinic, space group: P21/n, a = 7.55240(10) Å, b = 13.78360(10) Å, c 
= 12.69370(10) Å, β = 99.8500(10) deg., V = 1301.93(2) Å3, Z = 4, Dc/ 
g cm− 3 = 1.586, μ/ mm− 1 = 5.225, F(000) = 644, Data/restraints/pa-
rameters = 2437/0/145, Goodness-of-fit (GOF) on F2 = 1.016, R1, wR2 
(I > 2σ(I)) = 0.0215, 0.0606, R1, wR2 (all data) = 0.0220, 0.0609, CCDC 
number = 2160408, selected parameters after refinement with non- 
spherical atomic form factors: F(000) = 640.175, Data/restraints/pa-
rameters = 2437/0/298, Goodness-of-fit (GOF) on F2 = 1.0889, R1, wR2 
(I > 2σ(I)) = 0.0146, 0.0343, R1, wR2 (all data) = 0.0151, 0.0345. 

2.2. Synthesis 

The complex [Cu(dpt)(NCS)2] 1a was prepared as follows: 1 mmol 
(24.16 mg) of Cu(NO3)•3H2O was dissolved in a mixture of 5 ml of 
distilled water and 5 ml of MeOH. The mixture was stirred until all 
copper nitrate was dissolved. To the stirring solution 2 mmol (16.22 mg) 
of solid KNCS was added. The mixture was then stirred and heated for 
15 min. The deep blue solution was filtered and left for isothermal 
crystallization. Dark blue crystals were obtained after a week. The phase 
purity was confirmed by powder X-ray diffraction. 

2.3. Theoretical calculations 

The ORCA 4.2.1 computational package was used for all here re-
ported calculations [17]. All the computations were based on the mo-
lecular fragments derived from the X-ray data, where only the positions 
of the hydrogen atoms were optimized using Density Functional Theory 
(DFT) with the triple-ξ def2-TZVP basis functions for all atoms except for 
the carbon and hydrogen atoms, for which the def2-SVP basis set was 
applied [20]. The calculations used the resolution of identity approxi-
mation with the auxiliary basis created by an AutoAux generation pro-
cedure [21] and the chain-of-spheres approximation to exact exchange 
(RIJCOSX) [22,23]. The integration grids were increased by setting 
Grid5 and Gridx5, and the convergence criteria were set to verytight SCF 
(self-consistent field) in all calculations. The QTAIM analysis was done 
using Multiwfn program [24,25]. The magnetic properties were studied 
with the ZORA relativistic approximation [26] with ZORA-def2-TZVP 
for all atoms [18], and the SARC/J Coulomb fitting basis set utilized 
as an auxiliary basis set [27]. Again, RIJCOSX approximation was 
employed. Increased integration grids (Grid6 and Gridx6 in ORCA 
convention) and tight SCF convergence criteria were used in all calcu-
lations. Moreover, the radial integration accuracy around the heavy 
atoms (Co and Cu) was increased with using SpecialGridIntAcc set to 10. 

Fig. 1. A perspective view of the centrosymmetric supramolecular dimer in [Cu(dpt)(NCS)2] (a) and [Co(dpt)(NCS)2] (b). The hydrogen atoms were omitted for 
clarity. The Co/Cu⋯C/N interactions were depicted as black dashed lines. Color code: C (grey), Co (dark blue), Cu (orange), N (light blue), S (yellow). 
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The calculations of g-tensor parameters were performed with a state 
average complete active space self-consistent field (SA-CASSCF) wave 
functions method [28]. The dynamic electron correlation was treated 
with N-electron valence second-order perturbation theory (NEVPT2) 
[29–31]. Both spin–spin and spin–orbit coupling contributions were 
involved in the calculations through quasi-degenerate perturbation 
theory (QDPT) [32], where an approximation to the Breit–Pauli form of 
the spin–orbit coupling operator (SOMF) [33] and the effective Hamil-
tonian theory [34] were employed. 

3. Results and discussion 

3.1. Crystal structures 

We remeasured crystal structure of 1a at two temperatures: 100.0(2) 
and 293(2) K. There was no structural transition observed between these 
two temperatures and obtained structures are very similar besides 
thermal contraction of the lattice parameters. In this paper we will 
describe crystal structure determined at 100 K. Compound 1a crystal-
lizes in the monoclinic space group P21/n. It consists of complex mole-
cules [Cu(dpt)(NCS)2] in which dpt acts as tridentate N-donor and 
isothiocyanate groups as terminal monodentate ligands. The metal 
center is thus pentacoordinate with coordination geometry close to 
square pyramidal (C4v) as can be judged from the value of Addison 
parameter (τ = 0.33, τ= (α– β)/60, α and β are two largest angles in the 
coordination polyhedron, τ = 0 for ideal square pyramidal and 1 for 
ideal trigonal bipyramidal geometries, [35]). This value is lower than in 
the case of Co analogue 1b (τ = 0.46). 

The metal–ligand bond lengths between the nitrogen atoms of the 
dpt ligand and Cu central atom are shorter than the corresponding Co–N 
bonds in 1b, d(M− N) = 1a [1b] in Å: 2.0145(13) [2.076(1)], 2.0757(13) 
[2.197(2)], 2.0280(13) [2.062(1)]. On the other hand, the M− N bonds 
with isothiocyanato ligands are longer in 1a, d(M− N) = 1a [1b] in Å: 
2.0373(14), 2.1458(14), [2.004(1), 2.120(2)]. Thus, both molecular 
structures of 1a and 1b are rather similar. However, there is one 
important difference when we check how the adjacent molecules in the 
crystal structure interact. 

As we reported for 1b previously [9], also in the crystal structure of 
1a (Fig. 1) the centrosymmetric supramolecular dimer {[Cu(dpt) 
(NCS)2]2} is stabilized by a weak N–H⋯S interaction between the 
secondary amine group of the dpt ligand and sulfur atom of the NCS 
ligand from an adjacent molecule: d(N2⋯S2) = 3.564(1) Å (Fig. 2). 
Within this dimer rather short Cu⋯N (d(Cu⋯N) = 3.472(1)Å, 
∑

Rvdw(Cu,N) = 3.60 Å) or Cu⋯C (d(Cu⋯C) = 3.571(1) Å, 
∑

Rvdw(Cu, 
C) = 3.70 Å) possible non-covalent contacts can be recognized (Fig. 1). 
These distances are a bit shorter than those within the {[Co(dpt) 
(NCS)2]2} supramolecular dimer in 1b. 

Remarkably, an interesting difference between 1a and 1b is in the 
way how the NCS ligands providing the aforementioned interaction 
(NCS1) coordinate the metal atoms. In 1a, the Cu-NNCS1 distance is much 
shorter (2.0373(14) Å) than that for the other NCS ligand (2.1458(14) 
Å). On the contrary, in 1b, the Co–NNCS1 distance is the longer one 
(2.120(2) vs. 2.004(1) Å). The supramolecular dimers in the crystal 
structure are further stabilized mainly by weak N–H⋯S and C–H⋯S 
interactions with a rather long donor⋯acceptor distances (in Å): d 
(N1⋯S1) = 3.672(1), d(N2⋯S2) = 3.564(1), d(N3⋯S1) = 3.420(1), 

Fig. 2. A perspective view of the two fragments (a) and (b) in the crystal structure of 1a with showed N–H⋯S hydrogen bonding (black dashed lines). Hydrogen 
atoms except for those belonging to amine groups were omitted for clarity. Color code: C (grey), Cu (orange), N (light blue), S (yellow). Donor⋯acceptor distances of 
hydrogen bonding: d(N1⋯S1) = 3.672(1), d(N2⋯S2) = 3.564(1), d(N3⋯S1) = 3.420(1) Å. 

Table 1 
Topological and energetic properties of ρ (r) calculated at the selected (3,-1) critical points.   

length/Å ∇2 ρ (r)/a.u. he(r)/a.u. V(r)/a.u. G(r)/a.u. Eint/kcal.mol− 1 |V(r)|/G(r) 

Cu–NDPT 2.0280(13)  0.32961  − 0.01712  − 0.11664  0.09952  − 36.60  1.17 
2.0757(13)  0.33313  − 0.02267  − 0.12862  0.10595  − 40.36  1.21 
2.0145(13)  0.26143  − 0.01924  − 0.10383  0.08459  –32.58  1.23  

Cu–NNCS 2.0373(14)  0.32395  − 0.02115  − 0.12329  0.10214  − 38.68  1.21 
2.1458(14)  0.26757  − 0.00927  − 0.08544  0.07616  − 26.81  1.12  

N–H⋯S 3.564(1)  0.02967  − 0.00011  − 0.00764  0.00753  − 2.40  1.01 
3.420(1)  0.03937  0.00034  − 0.00917  0.00951  − 2.88  0.96 
3.672(1) 0,0253 0,00017 − 0,00598 0,00615  − 1.88  0.97 

Cu⋯N 3.472(1)  0.01613  0.00039  − 0.00325  0.00364  − 1.02  0.89 
Co⋯N1 3.541(1)  0.012627  0.000323  − 0.00251  0.00283  − 0.79  0.89  

1 The crystal structure of 1b was adopted from the article by Boeckman et al. [41]. 
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Fig. 2), the main motives for N–H⋯S contacts are shown in Fig. 2. Based 
on these hydrogen bonds two substructures can be recognized: a su-
pramolecular chain along the a axis in which the dimers are inter-
connected by N1–H⋯S1 hydrogen bonds (Fig. 2a), interactions of the 
dimers via a bifurcated pair of the N1–H⋯S1 and N3–H⋯S1 hydrogen 
bonds, which form a supramolecular (− 101) plane (Fig. 2b). 

3.2. QT AIM analysis 

The non-covalent interactions in both 1a and 1b were inspected 
using theoretical methods. Two fragments from the crystal structures of 
1a (centrosymmetric dimer and fragment showed in Fig. 2b) were 
chosen for topological analysis of electron density using QT AIM [36]. 
The wavefunctions were calculated by DFT using exchange–correlation 
functional B3LYP and single-point calculation. First, we investigated 
topology of electron density (ρ(r)) for the centrosymmetric dimer. We 
focused our attention on density properties at (3, –1) critical points 
(CPs). For non-covalent interactions, it should be fulfilled that at cor-
responding CPs the Laplacian of the electron density (∇2ρ(r)) and full 
energy density of electrons he(r) both adopt positive values. On the other 
hand, the coordination bonds and covalent bonds at their CPs adopt the 
following values: ∇2ρ(r) > 0, he(r) < 0 (coordination bonds, so called 
intermediate type of interaction) or ∇2ρ (r) < 0, he(r) < 0 (strong co-
valent bonds), respectively [1,3]. All the coordination bonds in 1a fulfil 
the expected intermediate nature of the interaction having ∇2ρ (r) > 0, 
he(r) < 0. The estimation of contributions to the energy of the system 
based on the properties of topological descriptors at corresponding (3, 
–1) CPs revealed that the Cu–N bonds possess similar interaction en-
ergies (Eint = –33 to − 40 kcal/mol, derived from virial at CP, [37]) 
except for the longest Cu–NNCS2 bond (− 26.8 kcal/mol, Table 1). The 
N–H⋯S hydrogen bonds exhibit significantly smaller Eint (− 1.8 to − 2.9 
kcal/mol, Table 1) corresponding with the weak nature of these 
contacts. 

The topological and energetic properties at the (3,− 1) CPs of these 
contacts also con-firmed their non-covalent character by positive values 
of ∇2ρ(r) and he(r). Moreover, we can utilize also the |V(r)|/G(r) 
criterium (V(r) is electron potential energy density, G(r) is electron ki-
netic potential energy) introduced by Espinosa et al. [38], which can be 
understood as a measure of stabilization of an interaction by a local 
concentration of charge. Thus, if |V(r)|/G(r) > 1, then the contact/bond 
is considered as having a covalent component. For coordination Cu–N 
bonds this parameter adopts values in the range of 1.12–1.23. All the 
N–H⋯S hydrogen bonds possess |V(r)|/G(r) ≤ 1, which confirms their 

purely non-covalent character. 
Topological analysis of 1a revealed that within the centrosymmetric 

dimer {[Cu(dpt)(NCS)2]2} the bond path and (3,− 1) CP exists between 
the Cu atom and nitrogen atom of the NCS1 ligand from the adjacent 
complex molecule (Fig. 3a). Both ∇2ρ(r) and he(r) are positive and 
small, which indicates a non-covalent character of this interaction and 
also interaction energy is very low (− 1.02 kcal/mol, Table 1). Further-
more, also the |V(r)|/G(r) indicator ensures a non-covalent character of 
the contact, since its value is rather low (0.89, Table 1). Thus, we may 
conclude that this contact is non-covalent and as such fulfils the criteria 
for semi-coordination. We investigated the nature of the similar Co⋯N 
contact also for 1b. Again, the bond path and (3,− 1) CP exists between 
the Co atom and nitrogen atom of the NCS1 ligand from the adjacent 
complex molecule. The topological and energetic properties calculated 
at this CP indicate that the contact is of a non-covalent character: ∇2ρ(r) 
> 0, he(r) < 0, |V(r)|/G(r) < 1 (Table 1). The interaction energy (− 0.79 
kcal/mol) is smaller than was calculated for 1a. 

To gain some insight into the nature of the Cu/Co⋯N contacts in 1a 
and 1b we utilized Electronic Localization Function [39,40], which was 
used to visualize electron density distribution. For both 1a and 1b, the 
calculation revealed that charge concentrations around the nitrogen 
atom of the NCS1 ligand are directed dominantly towards the neigh- 
boring carbon atom belonging to NCS1 and towards the Cu/Co atom 
with which this ligand forms a coordination bond (Fig. 3b). The Cu/ 
Co⋯N contact clearly involves lower charge concentrations of the NCS1 
ligand, and this supports our hypothesis that mainly the π -character of 
the electron density is involved in the formation of this contact, which 
we formulated in our previous report on magnetic properties of 1b [9]. 

3.3. BS DFT 

The DFT calculations were also utilized to estimate the magnetic 
exchange between the paramagnetic ions (CuII or CoII) within the su-
pramolecular dimers of 1a and 1b. Therefore, the broken-symmetry DFT 
calculations were used with well-established B3LYP hybrid functional 
[42,43,44]. To account for weak van der Waals forces, DFT-NL variant 
was used in which the non-local part of VV10 was modified [45,46]. The 
isotropic exchange J was calculated for H = − J(S1S2) spin Hamiltonian 
with the help of Ruiz and Yamaguchi formulas [47,48]. 

JRuiz = 2Δ/[(S1 + S2)(S1 + S2 + 1) ]

JYam. = 2Δ/
[〈

S2〉

HS −
〈
S2〉

BS

]

Fig. 3. The ∇2 ρ (r) contour plot in the {Cu–NCS1}2 plane of the dimeric fragment in the 1a crystal structure (a). The calculated ELF isosurface plot for the 
{Cu–NCS1}2 fragment (b). Blue dots represent (3,-1) critical points, orange dots represent (3,+1) ring critical points and brown dots represents (3,-3) atomic critical 
points. Brown lines represent bond paths. 

L. Havlíček et al.                                                                                                                                                                                                                                



Polyhedron 223 (2022) 115962

5

The results are summarized in Table 2. It is evident that there is spin 
delocalization from the metal ion to the donor atoms, and this transfer of 
the spin density is more enhanced for 1a. Remarkably, the spin density 
located on the nitrogen atom of the NCS1 ligand is at the closest distance 
from the spin density of the Cu atom from the adjacent molecules within 
the supramolecular dimer. This indicates the importance of the Cu⋯ π 
interaction for the mediation of the magnetic exchange. The three- 
dimensional plots of the spin density of the HS solution are showed in 
Fig. 4. The comparison of the energy difference Δ between the BS and HS 
states resulted in prediction of weak antiferromagnetic exchange in 1a 
and weak ferromagnetic exchange in 1b. 

Moreover, the non-orthogonal magnetic orbitals (single-occupied 
molecular orbitals, SOMOs) are visualized in Fig. 5. As expected for the 
square pyramid arrangement, the magnetic orbital for 1a is a metal 
based 3dx2-y2 orbital located in the equatorial plane (Fig. 5a). In the case 
of 1b there are three magnetic orbitals: SOMO orbitals based on 3dyz CoII 

orbitals with the lowest overlap Sαβ (Fig. 5b), SOMO-1 orbitals based on 

3dx2-y2 CoII orbitals with the medium overlap Sαβ (Fig. 5c) and SOMO-2 
orbitals based on 3dz2 CoII orbitals with the highest overlap Sαβ (Fig. 5d). 
The variations of Sαβ between the magnetic orbitals and the energy gap Δ 
thus are the origins of the opposite signs of the isotropic exchange in 1a 
and 1b. 

We investigated also the other possible exchange pathways in 1a 
(ESI) within the structural fragments formed by the N–H⋯S hydrogen 
bonding between the complex molecules. A weak magnetic exchange 
between the complex molecules interacting via N–H⋯S hydrogen 
bonding (Fig. 2a) was proposed as the second possible exchange 
pathway. The comparison of the energy difference Δ between BS and HS 
states resulted in prediction of weak antiferromagnetic exchange for the 
N1–H⋯S1 and N1–H⋯S2 hydrogen bond supramolecular fragments 
(JRuiz ≈ –0.1 cm− 1, Fig. S1), while weak ferromagnetic exchange was 
found in the N3–H⋯S1 hydrogen bond supramolecular fragment (JRuiz 

≈ 0.1 cm− 1, Fig. S1). As we discussed, this fragment extends the su-
pramolecular dimers into supramolecular coordination network along 
the a axis. 

Furthermore, we applied CASSCF/NEVPT2 calculations to address 
properly the multideterminant character of this transition metal com-
plex. The active space was defined by nine electrons in five d-orbitals, 
CAS(9e,5o), which resulted in five doublets originating from 2D atomic 
term. The ab initio ligand field theory (AILFT) was used to calculate the 
energy of the d-orbitals as depicted in Fig. 6. Ideal square pyramidal 
ligand field would result in the following splitting (dxz, dyz), dxy, dz2 and 
dx2-y2. The calculated d-orbitals show a very similar pattern, but dxz and 
dyz orbitals are no longer degenerate due to lower symmetry of the 
ligand field. Thus, the unpaired electron within the 3d9 electron 
configuration resides in a dx2-y2 orbital. Subsequently, the ligand field 
terms and ligand field multiplets clearly show that the ground state is 
well separated from the excited states. 

3.4. Magnetic properties 

The magnetic properties of 1a were measured in the temperature 
dependence (2–300 K) of the magnetic moment. The room temperature 
value of the effective magnetic moment (μeff) for the {[Cu(dpt)(NCS)2]}2 
supramolecular dimer has a value of 2.5 μB which very well fits the 
expected spin only value for two spins with S = ½ and ge = 2.0023 (2.45 
μB). The value of μeff is constant down to ca. 10 K where it drops to 1.8 
μB. This may be an indication of an antiferromagnetic interaction 

Table 2 
The ZORA/B3LYP/ZORA-def2-TZVP calculated net Löwdin spin densities, the <
S2 

> values, the energy difference between the BS and HS states, and the 
isotropic exchange parameters for {[Cu(dpt)(NCS)2]2} of 1a and {[Co(dpt) 
(NCS)2]2} of 1b.  

1a HS BS 1b HS BS 

ρ (Cu)  0.685  − 0.685 ρ (Co)  2.682  − 2.682 
ρ (N2.0280

dpt )  0.064  − 0.063 ρ (N2.082
dpt )  0.046  − 0.046 

ρ (N2.0757
dpt )  0.091  − 0.090 ρ (N2.197

dpt )  0.048  − 0.047 

ρ (N2.0145
dpt )  0.063  − 0.063 ρ (N2.076

dpt )  0.047  − 0.047 

ρ (N2.1458
NCS,ax)  0.001  − 0.001 ρ (N2.004

NCS,ax)  0.046  − 0.046 

ρ (N2.0373
NCS,eq)  0.055  − 0.056 ρ (N2.120

NCS,eq)  0.036  − 0.033 
ρ (Cu’)  0.685  0.685 ρ (Co’)  2.682  2.682 
ρ (N′2.0280

dpt )  0.064  0.063 ρ (N′2.082
dpt )  0.046  0.045 

ρ (N′2.0757
dpt )  0.091  0.091 ρ (N′2.197

dpt )  0.048  0.047 

ρ (N′2.0145
dpt )  0.063  0.063 ρ (N′2.076

dpt )  0.047  0.047 

ρ (N′2.1458
NCS,ax)  0.001  0.001 ρ (N′2.004

NCS,ax)  0.046  0.046 

ρ (N′2.0373
NCS,eq)  0.055  0.056 ρ (N′2.120

NCS,eq)  0.036  0.033 

<S2> 2.005  1.005   12.015  3.015 
Δ (cm− 1)  − 2.033  2.527 
JRuiz (cm− 1)  − 2.04  0.42 
JYam.(cm− 1)  − 4.06  0.56 

1 Δ = εBS – εHS. 

Fig. 4. The HS calculated spin density distribution using ZORA/B3LYP/ZORA-def2-TZVP for {[Cu(dpt)(NCS)2]2} of 1a (a) and {[Co(dpt)(NCS)2]2} of 1b (b). The 
spin densities are represented by dark orange surfaces calculated with a cutoff value of 0.005 e bohr-3. Hydrogen atoms were omitted for clarity. 
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Fig. 5. The ZORA/B3LYP/ZORA-def2-TZVP non-orthogonal magnetic orbitals of the broken-symmetry spin state visualized for {[Cu(dpt)(NCS)2]2} of 1a (a) and 
{[Co(dpt)(NCS)2]2} of 1b (b). The values of overlap Sαβ between the corresponding orbitals are listed too. The molecular orbitals are represented by dark blue/red 
surfaces calculated with a cutoff value of 0.02 e•bohr-3. Hydrogen atoms were omitted for clarity. 

Fig. 6. The results of the theoretical CASSCF/NEVPT2 calculations for [Cu(dpt)(NCS)2] of 1a. Top: plot of the d-orbitals calculated by ab initio ligand field theory 
(AILFT) (left), ligand field terms (LFT) (middle), and ligand-field multiplets (LFM) (right). 
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between the Cu(II) atoms, which however, must be rather weak because 
no maximum on χ vs T dependence was observed even at low temper-
atures (Fig. 7). 

The magnetic data were fitted using the following spin Hamiltonian. 

Ĥ = − J(S1⋅S2)+ μB

∑2

i=1
B⋅gi⋅Si  

for which a simple analytical formula can be derived as [49]. 

Mmol = NAμBg
e(J+x)/kT − e(J− x)/kT

1 + e(J+x)/kT + eJ/kT + e(J− x)/kT  

where x  = μBBg. The analysis of the experimental magnetization data 

was based on the minimizing the functional 
∑

i

(
Mexp.

mol,i − Mcalc.
mol,i

)2
, which 

resulted in J = − 2.24 cm− 1, g = 2.29 (Fig. 7), thus confirming the weak 

antiferromagnetic exchange within the supramolecular dimer of 1a. 
The electronic structure of 1a in the solid state was also probed by X- 

band EPR spectroscopy at room temperature (Fig. 8). The observed 
pattern corresponds with a rhombic distorted axial symmetry (gx ≈ gy ∕=

gz). The fit of the experimental data was performed with EasySpin 
software [50], and provided following values of g-tensor: gx = 2.012, gy 
= 2.013 and gz = 2.135. The g-tensor values predicted by the CASSCF/ 
NEVPT2 calculations agrees qualitatively with the experimental results 
and confirmed distorted rhombic symmetry (gx = 2.074, gy = 2.120), 
however, the axial component was overestimated (gz = 2.414) by this 
approach. 

4. Conclusion 

In this paper we reported on structural and magnetic investigations 
of the [Cu(dpt)(NCS)2] complex (1a). The supramolecular dimers 
formed due to intermolecular N–H⋯S hydrogen bonding and a Cu⋯ π 
interaction between the Cu atom and thiocyanato ligand. We investi-
gated the latter interaction by QT-AIM and we found it fulfills the 
criteria for classifying as semi-coordination, since it has non-covalent 
nature. The magnetic measurements revealed a weak antiferromag-
netic interaction between the complex molecules. We investigated the 
possible magnetic exchange pathways by theoretical calculations (BS- 
DFT) and these proposed that the dominant exchange interaction is 
mediated among the supramolecular dimers via the Cu⋯ π pathway. By 
evaluation of the SOMO orbital overlaps we were able to explain the 
nature of the exchange interaction and we also explained why the 
magnetic exchange in similar isomorphous compound [Co(dpt)(NCS)2] 
is of the opposite nature – weak ferromagnetic. 
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L. Havlíček et al.                                                                                                                                                                                                                                



Polyhedron 223 (2022) 115962

8

the work reported in this paper. 
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Neutral cobalt(II)-bis(benzimidazole)pyridine
field-induced single-ion magnets for surface
deposition†

Jana Juráková, a Ondřej F. Fellner, b Sören Schlittenhardt, c

Šárka Vavrečková,a Ivan Nemec,a,b Radovan Herchel, b Erik Čižmár, d

Vinicius Tadeu Santana,a Milan Orlita,e Denis Gentili, f Giampiero Ruani, f

Massimiliano Cavallini,f Petr Neugebauer, a Mario Rubenc and Ivan Šalitroš *a,g

Two novel hexacoordinated Co(II)-based single-ion magnets were prepared and characterised. Both

neutral complexes feature metal-centred coordination with one terminal and one bidentate nitrate anions

along with tridentate derivatives of a 2,6-bis(1H-benzimidazole-2-yl)pyridine ligand containing either

n-octyl (complex 1) or n-dodecyl (complex 2) chains. The presence of long aliphatic chains ensures their

solubility in low polarity and volatile solvents frequently used for lithography patterning. This enabled the

preparation of microstructural layers and patterns on technologically relevant substrates by easy-to-

handle and low-cost wet lithographic techniques. On the other hand, attempts at surface deposition via

sublimation were not successful due to thermal instability. The electronic structure of complexes typically

features an orbitally non-degenerate ground state well-separated from the lowest excited state, which

allows one to analyse magnetic anisotropy by the spin Hamiltonian approach. Zero-field splitting para-

meters obtained from CASSCF-NEVPT2 calculations and from the analysis of magnetic data suggest that

both compounds display positive axial D parameters within a range of 17–25 cm−1. Combined results

from high-field electron paramagnetic resonance (X-band and HF-EPR) and Fourier-transform infrared

magnetic spectroscopy (FIRMS) simulated with the spin Hamiltonian provided the axial and rhombic zero-

field splitting terms D = +23.7 cm−1 for complex 1 and D = +24.2 cm−1 for complex 2, together with pro-

nounced rhombicity in the range of E/D ≈ 0.15–0.19 for both compounds. Dynamic magnetic investi-

gations have revealed the field-induced slow relaxation of magnetisation, with maximal relaxation times

(τ) of 7.6 ms for 1 and 0.8 ms for 2. This relaxation is governed via a combination of several relaxation

mechanisms, among which the quantum tunnelling was efficiently suppressed by the applied static mag-

netic field. The effective barriers of spin reversal Ueff = 77(4) K for 1 and Ueff = 70(2) K for 2 are consistent

with the expected values calculated using the ZFS parameters.

Introduction

Mononuclear single-molecule magnets (SMMs), also known as
single-ion magnets (SIMs), offer a wide range of potential
applications, including high-density data storage, quantum
computing, and spintronic devices.1 Unlike materials with
long-range magnetic ordering, the magnetic bistability of
SMMs is solely based on molecular properties and does not
depend on intermolecular interactions. While initial studies
have primarily focused on lanthanide SIMs, research in the
last decade has revealed that mononuclear first-row transition
metal complexes also exhibit interesting SIM properties. The
first observation of slow relaxation of magnetisation (SRM) in
mononuclear ferrous complexes by Long et al.2 marked the
beginning of a large body of research into first-row transition
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metal SIMs.3 High-spin Co(II) complexes are of particular inter-
est due to their tendency to exhibit unsuppressed orbital
angular momentum, resulting in significant single-ion mag-
netic anisotropy.4 Furthermore, the non-integer ground spin
state of Co(II) ions reduces the probability of quantum tunnel-
ling of magnetisation (QTM) under the applied static field,
allowing a wide variety of Co(II) SIMs with various coordination
numbers and geometries to be rapidly developed.

Exploring the technological applications of SIMs is challen-
ging due to the fact that the prepared coordination com-
pounds are typically in the form of single crystals or bulk
powders, which are unsuitable for controlled manipulation
and applications. Therefore, there is growing interest in fabri-
cating nanostructured monolayers and thin films through sub-
strate deposition. This approach combines the magnetic bist-
ability of deposited SIMs with the electronic and/or magnetic
properties of the substrate, resulting in hybrid structures that
are better suited for desired applications.5 Given this potential,
current efforts are also focused on preparing Co(II) SIMs that
are suitable for introduction on surfaces via sublimation6 or
wet deposition.7 This could enable the investigation of SRM on
layered or even sub-monolayered surfaces, particularly those
that do not form strong covalent or non-covalent interactions
with the substrates. Despite several reports proving the suc-
cessful deposition by sublimation on various surfaces such as
gold,8 silver9 and glass,10 the deposited SIM molecules often
exhibit diminished SMM behaviour or modified features of
SRM due to interactions with the surface. Moreover, for some
molecular systems, wet lithography may be a more reasonable
option for maintaining their magnetic properties, as it allows
for the transfer of the molecules onto substrates directly via
chemical crafting from a solution.11

Co(II) complexes with 2,6-bis(benzimidazole-1-yl)pyridine
(bbp) tridentate ligands are a well-known family of field-
induced SIMs, where their rigid and aromatic ligand skeleton
favours geometries supporting higher magnetic anisotropy,
thus inducing a large zero-field splitting parameter D.12,13

Furthermore, the rationalised introduction of aromatic or ali-
phatic substituents on the ligand skeleton has a significant
impact on the relaxation mechanisms, which can be realized
through single or multiple relaxation channels.7,14 Our recent
reports were focused on the pentacoordinate Co(II)-SIMs with
bbp ligands functionalised by long aliphatic chains.7,15 This
modification enables good solubility in non-polar and volatile
solvents used for lithographical deposition. Unfortunately, the
weak halogenido coordination bonds are likely to have played
a role in the thermal instability observed in the reported
neutral pentacoordinate Co(II)-SIMs, ultimately hindering their
successful surface deposition via sublimation. Therefore our
current efforts are focused on the search for new neutral, ther-
mally stable and sublimable Co(II)-SIMs consisting of functio-
nalised bbp derivatives that also allow surface deposition by
wet lithography approaches.

Herein we report the synthesis, and structural, spectral,
magnetic and computational investigations of two neutral hex-
acoordinated field-induced Co(II)-SIMs (Fig. 1): complexes 1

and 2 of the general formula [Co(L)(NO3)2], where L corres-
ponds to L1 = 2,6-bis(1-octyl-1H-benzimidazol-2-yl)pyridine
and L2 = 2,6-bis(1-dodecyl-1H-benzimidazol-2-yl)pyridine for 1
and 2, respectively. These complexes contain two coordinated
nitrato anions, one acting as a monodentate chelating ligand
and the other as a bidentate chelating ligand, and their coordi-
nation modes remain unchanged as the temperature varies.
The magnetic anisotropy of the two analogues 1 and 2 was
analysed by an ab initio theoretical approach and experi-
mentally evaluated on the basis of static magnetic properties,
X-band EPR spectroscopy and HF EPR/FIRMS spectroscopy.
The alternating current (AC) susceptibility study confirmed
that both complexes are field-induced SIMs and their SRM in
the static magnetic field and temperature region is realised by
a combination of several relaxation processes.

Results and discussion
Synthesis and spectral and structural properties

The detailed synthetic procedures of the hexacoordinate Co(II)
complexes 1 and 2 are described in the Experimental section
(see the ESI†). Their preparation is based on the reaction of Co
(NO3)2·6H2O with previously reported tridentate ligands L1
and L2 7 in acetonitrile solution. The reactions yielded orange
crystals suitable for single-crystal X-ray analysis after a few days
of slow evaporation at room temperature. Their phase purity
was confirmed by powder X-ray diffraction analysis before
further spectroscopic and magnetic investigations were con-
ducted (Fig. S2†). As the molecular structures of complexes 1
and 2 only differ in the length of aliphatic chains, their FT-IR
(Fig. S3†) and UV-Vis (Fig. S4†) spectra are similar. The stretch-
ing vibrations of aliphatic C–H bonds were observed at inter-
vals of 2922–2918 cm−1 and 2854–2850 cm−1 for asymmetric
and symmetric valence vibrations, respectively. Medium
vibrational bands corresponding to aromatic C–C or C–N
stretching were observed in the range of 1599–1574 cm−1.
Strong signals related to vC–H bending were found at
748 cm−1 for both complexes. The solid-state UV-Vis absorp-
tion spectra of 1 and 2 revealed a broad band at an interval of
290–410 nm assigned to π → π* and n → π* transitions that
split in the acetonitrile solution to π → π* transitions at

Fig. 1 Structure of reported Co(II)-SIMs 1 (n = 8) and 2 (n = 12).
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290 nm and to n → π* transitions at 375 nm. Furthermore, the
solid-state spectra contain the second weaker band in the
visible region of 500–575 nm related to d–d and MLCT
transitions.

Single crystal X-ray diffraction analysis revealed that both
compounds crystallise in the triclinic P1̄ space group at low
temperatures (at 100 K for 1 and 90 K for 2) as well as at 293 K
(selected crystallographic parameters can be found in
Table S1, see the ESI†). The asymmetric unit of each structure
is neutral complex molecules, represented by the general for-
mulas [Co(L1)(NO3)2] and [Co(L2)(NO3)2], respectively (Fig. 2a
and b). In both compounds, the Co(II) central atom is co-
ordinated with three nitrogen atoms of the corresponding tri-
dentate ligand and three oxygen atoms of one chelating and

one terminal nitrate anion. The structural analysis performed
at two temperatures did not provide evidence for heptacoordi-
nation, which would involve the second oxygen atom of the
terminal nitrate anion, as observed in similar systems pre-
viously.16 At 100 K, the Co–N bond lengths of compounds vary
within a tiny range of 2.088(1)–2.103(1) Å and heating to room
temperature caused only small elongation to 2.100(3)–2.117(2)
Å (Table S2†). Co–N bond lengths are preferably neither
shorter nor longer due to coordination with the imidazole or
pyridine moieties. On the other hand, Co–O coordination
bonds of terminal NO3

− anions (davg = 2.04 Å for 1 and davg =
2.05 Å for 2) are notably shorter than those formed with chelat-
ing NO3

− anions (davg = 2.11 Å (O4) and 2.23 Å (O5) for 1, davg =
2.10 Å (O4) and 2.21 Å (O5) for 2). Two oxygen donor atoms,

Fig. 2 Molecular structures of 1 (a) and 2 (b). Visualisation of non-covalent interactions (green dashed lines) in compound 1 (c): O5⋯C15 = 3.125(2)
Å, O5⋯C28 = 3.060(3) Å, O4⋯C9 = 3.183(2) Å, O4⋯C10 = 3.193(3) Å at 100 K; O5⋯C15 = 3.159(3) Å, O5⋯C28 = 3.195(4) Å, O4⋯C9 = 3.327(3) Å,
and O4⋯C10 = 3.296(3) Å, at 293 K. Similar contacts have been found in compound 2 (Fig. S7†): O5⋯C5 = 3.097(2) Å, O5⋯C20 = 3.161(2) Å,
O4⋯C10 = 3.132(2) Å, O4⋯C11 = 3.124(2) Å at 100 K; O5⋯C5 = 3.206(3) Å, O5⋯C20 = 3.210(3) Å, O4⋯C10 = 3.259(3) Å, and O4⋯C11 = 3.263(3) Å
at 293 K.
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O1 and O5, of the terminal and chelating NO3
− ligand anions,

respectively, lay on the axial axis of coordination polyhedra,
and their trans angles present the most significant contri-
bution to the deviation from ideal octahedral geometry (avg.
159° for 1 and avg. 161° for 2, Table S3†). The equatorial plane
is formed by three N-donor atoms of the corresponding triden-
tate ligand and by the remaining oxygen donor atom O4 of the
chelating NO3

− ligand anion. The symmetry measure parame-
ters17a calculated using program SHAPE17b and the angular
distortion parameter Σ18 suggest that the coordination polyhe-
dra of all structures can be classified as severely distorted tetra-
gonal bipyramids (S(OC-6)avg = 5.0; Σ ≈ 137°; Table S2 and
Fig. S6†). Furthermore, the second oxygen atoms O2 of term-
inal NO3

− anions create short intramolecular contacts with the
Co(II) central atom with distances in the range 2.970(2)–3.013
(2) Å. When those O2 oxygen atoms are hypothetically included
in the coordination polyhedron, the continuous shape analysis
suggests the capped octahedral (S(COC-7)avg = 5.6) or capped
trigonal prism (S(CTPR-7)avg = 6.3) geometry.

Crystal structures of both compounds exhibit a similar
motif of intermolecular interactions created by the O5 oxygen
atom of chelating NO3

− ligand anions of one complex with
phenylene C15 and alkyl C28 carbon atoms of the second
neighbouring molecule. Those intermolecular synthons with
distances smaller than the sum of van der Waals radii of
carbon and oxygen atoms (Fig. 2c and Fig. S7†) are responsible
for the formation of intermolecular pseudodimers connected
to each other via other short contacts between the second
oxygen atom O4 of the chelating NO3

− ligand and C9 and C10
aromatic carbon atoms of the neighbouring complex
molecule.

Surface deposition

The suitability of compounds 1 and 2 for film growth/depo-
sition and patterning on silicon/SiO2 substrates via wet pro-
cesses was investigated using drop-casting and lithographically
controlled wetting. These methods are straightforward and
provide essential information for wet processing. The films
and patterned structures were characterised using bright-field
and polarised optical microscopes to assess the material’s bire-
fringence. Raman spectroscopy was employed to identify the
compounds on the deposited surfaces, thereby confirming
their stability under wet processing.

When deposited by drop-casting, chloroform solutions of 1
and 2 form continuous films that cover the entire surface, with
a marked accumulation of material at the boundaries of the
film generated by the so-called “coffee stain effect”.19 Optical
microscopy shows that the films are formed by a continuous
distribution of crystals, varying in size from a few microns at
the centre of the film to tens of microns at the boundaries
(Fig. S8†). As expected, larger crystals (>10 µm, Fig. S8b and
d†) are preferentially located at the boundaries, while micro-
metric crystallites are located at the centre of the sample
(Fig. S8a and c†). When observed by polarised optical
microscopy, the large crystals exhibit a clear birefringence.
However, except in a few rare cases, the crystals extinguish the

light at precise orientation only in some portions. The crystal-
lites in the inner areas of the film show a less intense birefrin-
gence and do not extinguish the light by rotating the polarisers
in any direction. This behaviour suggests the polycrystalline
nature of investigated films. Drop-casting of more diluted solu-
tions allows for preparing surfaces with randomly distributed,
irregular and droplet-like formed agglomerates, each measur-
ing a few microns in size. These agglomerates are composed of
micrometre-sized crystallites that exhibit the same behaviour
as the inner part of the continuous films. Despite some minor
differences in the relative peak intensity (probably due to a
slightly enhanced orientation of the crystals in the printed
structure compared with the powder), Raman spectra confirm
that compounds 1 and 2 are processable by drop casting
(Fig. S9a and c†).

Compounds 1 and 2 were also patterned on optically acces-
sible sub-micrometric structures by lithographically controlled
wetting,20 a well-known wet process widely used to pattern
many functional materials (see the Experimental section and
ref. 21 for more details). Lithography allows large-area pattern-
ing of soluble compounds exploiting the spatial confinement
provided by the formation of menisci between the protrusions
of a soft stamp and the surface of the substrate.

We printed both continuous parallel stripes (obtained by
the replication of a blank compact disk) and isolated sub-
micrometric “pits & lands” structures equivalent to the logical
pattern used in compact disks. Surfaces prepared from both
compounds 1 (Fig. 3) and 2 (Fig. S10†) have similar properties
and are almost indistinguishable by optical microscopy or
AFM. When observed by optical microscopy, the printed struc-
tures replicate the main features of the stamp protrusions,
resulting in the formation of continuous or segmented parallel
stripes. Printed structures appear variously coloured and show
moderate birefringence. Upon conducting a thorough investi-
gation using polarised optical microscopy, it was observed that
individual stripes did not simultaneously block light around
their entire perimeter. Instead, only specific areas were found
to block light, and these areas changed depending on the
rotation of the polarisers. Additionally, AFM investigation of
the morphology within the printed structures revealed the
presence of small crystal-like substructures inside the stripes.
Both polarised optical microscopy and AFM suggest that sur-
faces of 1 and 2 were prepared by lithographically controlled
wetting from polycrystalline structures. Also here, the Raman
spectra confirmed the presence of 1 and 2 on the patterned
surfaces (Fig. S9b and d†).

To obtain a comprehensive understanding of the deposition
capabilities of the reported Co(II) complexes, we tested the
surface deposition via thermal sublimation of 1 and 2 onto
graphene, silicon wafers and gold substrates. To facilitate
deposition, we utilized an in-house built high-vacuum subli-
mation chamber with an outfitted quartz crucible heated with
a silicon nitride heater. Additionally, a thermocouple in
thermal contact with the crucible is used to achieve precise
temperature control. The base pressure inside the chamber is
maintained at a low level of 1 × 10−6 mbar. Complexes 1 and 2
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began to sublime at temperatures of 270 °C and 310 °C,
respectively, which are notably higher than their decompo-
sition temperature (209 °C for 1, 219 °C for 2, Fig. S5†). This
suggests that the complexes were unable to withstand the
heating process and only the uncoordinated ligands were sub-
limed and deposited onto the selected surfaces. To determine
whether the compounds remained intact after sublimation
and deposition onto the surface, we employed X-ray photo-
electron spectroscopy (XPS) as a surface-sensitive analytical
technique. By comparing the as-synthesised bulk powder,
powder after sublimation, and deposited samples, we aimed to
investigate any potential degradation of the compounds.
Additional information can be found in Fig. S11 and S12 in
the ESI.† The absence of Co 2p and “NO3

−” nitrogen photo-
electron peaks on the surfaces indicates that the complexes
underwent partial decomposition during the sublimation and
deposition process.

Computational study and static magnetic investigation

To elucidate the connection between the magnetic anisotropy
of the investigated compounds and their structural properties,
we conducted a computational study with multiple objectives.
First, we concentrated on the role of the nitrate ligand, which

coordinates the Co(II) atom in a monodentate manner. The
second oxygen atom pointing towards the central atom adopts a
rather large Co⋯O2 distance in both compounds (in Å, 3.013(1)
in 1 and 2.997(1) in 2 at 100 K). Nevertheless, previously, we
found that even such large distances can affect the static and
dynamic magnetic properties of Co(II) complexes.22 Therefore,
to properly analyse structures of the complex molecules in 1 and
2 we performed single-point DFT calculations at the B3LYP def-
TZVP level of theory using Orca 4.2.1 computational package.23

The coordinates were taken from the corresponding crystal
structures as determined by X-ray diffraction, and the positions
of the hydrogen atoms were optimized (B3LYP and def2-SVP).24

Then, Bader’s QTAIM analysis25 using the Multiwfn program26

was performed to investigate the topology of electron density.
The (3,−1) bond critical points were found only in the case of
regular metal–ligand bonds and not for the above-mentioned
possibly long Co⋯O2 contact. Therefore, as another option, we
investigated the values of non-covalent interaction index,27

which can determine whether the nature of non-covalent inter-
actions is attractive or repulsive. However, in this case the inter-
action between the atoms has a weak van der Waals character.
Therefore, we may conclude that the second oxygen atom
should not affect the Co(II) centre directly and significantly.

In the next step, we focused our attention on the analysis of
magnetic anisotropy of 1 and 2 and the calculation of the ZFS
parameters by the state average complete active space self-con-
sistent field (SA-CASSCF)28 with the wave function method
complemented by N-electron valence second-order pertur-
bation theory (NEVPT2).29 Again, the experimentally deter-
mined molecular structures with optimised positions of hydro-
gen atoms were used as input coordinates. The basis set used
for the calculation consisted of def2-SVP basis for hydrogen
and carbon atoms, while def2-TZVP was used for the remain-
ing atoms. The costs of calculations were decreased by the use
of the def2/J and def2-TZVP/C auxiliary basis sets30 together
with the chain-of-spheres (RIJCOSX)31 approximation to exact
exchange as implemented in ORCA. The active space was
defined by seven electrons in five d-orbitals of Co(II) (CAS
(7e,5o)), and all possible multiplets, 10 quartets and 40 doub-
lets, were involved in the calculations. Aiming at determining
the ligand field parameters, we also performed ab initio ligand
field theory (AILFT) calculations.32

The results obtained for both complexes are very similar. The
splitting of d-orbitals reflects the distorted octahedral geometry of
the coordination polyhedron with the close-lying orbitals dxz and
dxy and with dyz having slightly higher energy, by ca. 1000 cm−1

(Fig. 4 left). The remaining d-orbitals have much higher energy:
dz2 (∼7700 cm−1), dx2−y2 (∼9000 cm−1). Thus, the electronic con-
figuration of the d-valence shell for both complexes is dxz

2, dxy
2,

dyz
1, dz2

1, dx2−y2
1. In such a configuration, relatively small energy

of the first excitation between the orbitals with the same |ml|
value (dxz → dyz, |ml| = ±1) is a bit larger than the excitation invol-
ving a change of ml by 1 (dxy → dyz). Therefore, a relatively large
and positive D values can be expected for 1 and 2.33

The SA-CASSCF/NEVPT2 calculations revealed that both
complexes exhibit a similar splitting of the ligand-field terms

Fig. 3 Printed structures of 1 fabricated by lithographically controlled
wetting on a silicon surface: image of continuous stripes taken in bright
field (a) and corresponding image under crossed polars (bar is 10 µm)
(b). Image of microstructures taken in bright field (c) and corresponding
image under crossed polars (bar is 10 µm) (d) AFM morphology of
printed stripes (bar is 5 µm, z scale 0–50 nm) (e); and zoomed-in (f )
image of picture (e) with 1 bar = 1.5 µm, z scale 0–45 nm.
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(LFT) (Fig. 4 right). The 4T1g LFT is split within the range of
0–3000 cm−1 with the lowest excited state having energy greater
than 1800 cm−1 assuring applicability of spin Hamiltonian
formalism.7,14,15 The LFT’s are split into ligand-field multiplets
(LFM) due to spin–orbit coupling, resulting in ZFS as an energy
separation between the two lowest Kramers doublets. The result-
ing ZFS parameters were found to be very similar for both com-
plexes: D = +25.6 (1) and +25.4 cm−1 (2) and E/D = 0.146 (1),
0.138 (2). The effective spin Hamiltonian g-tensors calculated
for 1 and 2 were practically identical, indicating easy-plane an-
isotropy (gx ≈ gy ≫ gz). This type of anisotropy in 1 and 2 was
also deduced from the analysis of the first Kramers doublet
using an effective spin Seff = 1/2. The resulting effective g-factors
are consistent with the easy-plane anisotropy (gx ≪ gy ≪ gz). The
calculated parameters have been summarised in Table 1.

The theoretical calculations have confirmed the validity of
employing the spin Hamiltonian formalism for S = 3/2 in the
subsequent analysis, as presented below:

Ĥ ¼ DðŜz2 � Ŝ 2=3Þ þ EðŜx2 � Ŝy2Þ þ μBBgŜa ð1Þ

where the axial (D) and rhombic (E) parameters describing the
zero-field splitting of quartet ground state are included

together with the Zeeman term defined for the a-direction of
the magnetic field, Ba = B(sin(θ)cos(φ), sin(θ)sin(φ), cos(θ)).34

Herein, we fitted both temperature and field-dependent mag-
netic data for 1 and 2 with the program POLYMAGNET.35

Several attempts were made to analyse experimental data.
Firstly, the data were fitted with the isotropic g-value and posi-
tive or negative D-parameter. Finally, the anisotropic g-tensor
was also considered based on the theoretical calculations,
where gz was fixed to free electron value 2.0 and gxy was
allowed to vary. Here, only positive values of D were con-
sidered. The results of all three approaches are summarized in
Table 2, Fig. 5 and Fig. S13, S14.† Generally, the |D| values
were found in the range 15–25 cm−1, and it is evident that the
model with anisotropic g-tensor provided higher positive
values of D, which we also observed previously.36 These values
are also closer to those found by CASSCF/NEVPT2 calculations.
Moreover, it is necessary to mention that in the case of com-
pound 1, the additional parameter χTIP describing tempera-
ture-independent paramagnetism was needed to describe the
steady increase of μeff at higher temperatures. In contrast, it
was revealed that the rhombic parameter E was not needed to
fit magnetic data of 2 for models comprising positive
D-parameter, which led to the reduction of the number of free
parameters. Thus, the analysis of the static magnetic data
revealed negligible differences in the magnetic anisotropy of 1
and 2, suggesting that different relaxation properties of these
compounds (vide infra) are not linked to their magnetic
anisotropy.

HF EPR and FIRMS spectroscopy

To corroborate the findings from the static magnetic measure-
ments and computational studies, we utilised high-frequency
electron paramagnetic resonance (HFEPR) and Fourier-trans-

Fig. 4 The outcome of the CASSCF/NEVPT2 calculations for complexes 1 and 2. Plot of the d-orbital splitting calculated by ab initio ligand field
theory (AILFT) (a), visualisations of the d-orbitals (b) and low-lying ligand-field terms (LFT) (c). Note: different multiplicities of LFT are shown in
different colours.

Table 1 The theoretically calculated spin Hamiltonian parameters for
complexes 1 and 2

gx, gy, gz, giso
gx,eff, gy,eff, gz,eff
(Seff = 1/2)a D/cm−1 E/D

1 2.442, 2.323, 2.097, 2.287 1.986, 3.592, 5.815 +25.61 0.146
2 2.442, 2.323, 2.098, 2.287 2.000, 3.654, 5.766 +25.41 0.138

a The g-parameters calculated for the ground state Kramers doublet for
the effective spin 1/2.
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form infrared magnetic spectroscopy (FIRMS) for complexes 1
and 2. These techniques are accurate tools for determining the
g-factors and ZFS in molecular magnets, especially those
based on transition metals.37 The results presented below can
be compared in methodological aspects to several examples of
quantitative ZFS determination in Co(II)-based complexes
reported in the literature using a similar approach.38 HFEPR
spectra shown in Fig. 6 were obtained for both compounds at
5 K. Only three resonance peaks with typical effective g-factors
of the Kramers doublet with ms = ±12 were observed, suggesting
a positive D in agreement with the theoretical predictions.
This conclusion is further supported by the temperature
dependence (shown for 1 in Fig. S15†), where the signal inten-
sity decreases, indicating the depopulation of the ground
state.38d,e Moreover, no other additional peaks for ms = ±3/2
are observed. FIRMS spectra shown in Fig. 7 were processed as
contour plots to help visualise the clear resonance shift with
the magnetic field and facilitate the fitting of the frequency

versus magnetic field dependence of the magneto-optical
transmissions. Furthermore, this type of plot helps in graphi-
cally visualising the ZFS values. In Fig. S16,† the raw FIRMS
data divided by the reference show a very strong feature inde-
pendent of the magnetic field, possibly a phonon mode, that
hinders the adequate visualization of the magnetic absorption.
Therefore, we used a different type of normalization, dividing
the signal at a given magnetic field by the signal from the pre-
vious magnetic field, allowing us to get rid of the peaks that
do not shift with magnetic field as described in the ESI.† It is
a common practice to search for the normalization that evi-
dences the shifting features. The samples of complexes 1 and
2 were prepared in a similar way and both had a reasonable
transmission intensity; however, complex 2 displayed a less
intense magnetic-related peak. The reason for the intensity is
not related to the concentration and there is no trivial answer
to why the magnetic features behave differently in each case.
This type of behavior in magnetic FTIR among similar com-

Table 2 The spin Hamiltonian parameters derived from the DC magnetic data of 1 and 2 a

Compound D (cm−1) E (cm−1) g-Factors χTIP (10
−9 m3 mol−1) RSSb

1 +19.5 (2.8) +6.4 (1.7) giso = 2.253(18) 5.8 (2.9) 0.000272
−20.6 (2.4) −5.0 (1.7) giso = 2.254(18) 5.7 (2.9) 0.000296
+24.0 (4.8) +7.9 (2.3) gxy = 2.335(24) 7.3 (3.2) 0.00100

gz = 2.0c

2 +17.06 (27) 0 giso = 2.3920(22) 0 0.000477
−14.46 (41) −4.77(41) giso = 2.3919(36) 0 0.000436
+25.71 (30) 0 gxy = 2.5264(17) 0 0.0000198

gz = 2.0c

a The standard deviation of fitted parameters are listed in parentheses. b The residual sum of squares, RSS, was calculated as RSS = ∑(Mcalc. −
Mexp.)

2, where Mcalc. and Mexp are calculated and experimental values of molar magnetisation. c Value of gz was fixed to 2.0.

Fig. 5 Temperature dependence of the effective magnetic moment and isothermal magnetisations measured at T = 2, 5 and 10 K (shown in the
inset) for 1 (a) and 2 (b). Empty symbols – experimental data, full lines – calculated data with D = +24.0 cm−1, E = +7.9 cm−1, gxy = 2.335, gz = 2.000,
and χTIP = 7.3 × 10−9 mol m−3 for 1, and D = +25.71 cm−1, E = 0 cm−1, gxy = 2.5264, and gz = 2.000 for 2.
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pounds has also been observed in other materials in our pre-
vious studies.7,15 Although we still do not have a satisfactory
explanation yet, we are working to understand the influence of
the spin–phonon coupling.39 Indeed, as it will be shown in the
dynamic magnetic investigation section, complex 1 has a
much faster relaxation than complex 2 and this coincides with
the fact that the magnetic peak has a stronger intensity in 1
compared to 2. At this stage, there is not enough evidence to
assure that this correlation implies any cause and effect.
Therefore, this topic will be explored in our future works.

The results from HFEPR and FIRMS measurement tech-
niques were analysed using the spin Hamiltonian approach for
a high-spin Co(II) system with S = 3/2 according to the theore-
tical predictions. The simulations were conducted using

Easyspin, an open-source MATLAB toolbox for simulating and
fitting EPR spectra.38 The parameters obtained from magneti-
sation and theoretical calculations were used as starting points
for the fittings. The simulation of the HFEPR results was used
to accurately determine the g-factors and the rhombic E
values, as the available experimental frequency range was
insufficient for ascertaining the axial D values. In contrast,
FIRMS simulation was employed to obtain the precise ZFS as
Δ ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 3E2
p

. Consequently, FIRMS simulations were con-
ducted using the g and E values from HFEPR simulations to
obtain the D values. These D values were then utilised to refine
the HFEPR simulations. This iterative process was carried out
for each sample until a satisfactory agreement between experi-
mental and simulated data for both techniques was achieved.

Fig. 6 HFEPR spectra – red – using pressed powder pellets of 1 (a) and 2 (b) measured at T = 5.0 K and several frequencies (y axis values corres-
pond to the measurement frequency in GHz). Red lines are spectral simulations and blue dots are frequency-field dependence simulations using
Easyspin with D = +23.7 cm−1, E/D = 0.184, gx = 2.45, gy = 2.38, and gz = 2.16 for 1, and D = +24.2 cm−1, E/D = 0.162, gx = 2.48, gy = 2.35, and gz =
2.19 for 2.

Fig. 7 Contour plots of the derivative of the normalised FIRMS transmission spectra recorded for pressed powder pellets of 1 (a) and 2 (b) measured
at T = 4.2 K and a magnetic field of up to 16 T. The spectra were normalised by dividing them by the zero-field transmission spectrum, and at each
magnetic field, by the spectrum from the previous magnetic field. The derivative highlights the shifts in magnetic field-dependent lines. Dots are
simulation using Easyspin with D = +23.7 cm−1, E/D = 0.184, gx = 2.45, gy = 2.38, and gz = 2.16 for 1, and D = +24.2 cm−1, E/D = 0.162, gx = 2.48, gy
= 2.35, and gz = 2.19 for 2.
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The results are shown in Fig. 6 and 7 for HFEPR and FIRMS,
respectively. The common parameters obtained from the simu-
lations are shown in Table 3.

X-band EPR investigation

The X-band EPR spectra of compounds 1 and 2 were measured
in the temperature range from 2 K to 60 K displaying a
decrease of the signal intensity with a substantial line broad-
ening with increasing temperature typical of large zero-field

splitting in Co(II) complexes (Fig. S17†). In this case, it is
meaningful to use a simplified effective spin Seff = 1/2 model
describing the ground Kramers doublet for the analysis of EPR
at low temperatures. This model assumes the mixing of higher
excited states with the ground Kramers doublet as the conse-
quence of the spin–orbit coupling yielding highly anisotropic
effective g-factors observed in the experimental data. The simu-
lation of EPR spectra shown in Fig. 8 was performed using the
EasySpin simulation package,40 including the influence of the
unresolved hyperfine interaction A and an anisotropic convolu-
tional broadening ΔB (full-width at half-height). The obtained
parameter set is summarised in Table 4. The obtained values
of effective g-factors of the ground Kramers doublet can be
easily interpreted within the Griffith–Figgis formalism41 as
typical values stemming from the orbital singlet 4A2g as the
ground electronic state with the axial field parameter Δax >
1500 cm−1 (easy-plane anisotropy) and substantial rhombic Δrh

Table 3 Spin Hamiltonian parameters based on HFEPR and FIRMS
simulation for complexes 1 and 2

gx, gy, gz, giso D/cm−1 E/D

1 2.45, 2.38, 2.16, 2.33 +23.7 0.184
2 2.48, 2.35, 2.19, 2.34 +24.2 0.162

Fig. 8 The X-band EPR data of complexes 1 (a) and 2 (b) obtained at 2 K including the simulations using the effective spin Seff = 1/2 model (solid red
lines) and spin Hamiltonian formalism (solid blue lines) with parameters summarised in Table 3.

Table 4 Parameters of the effective spin Seff = 1/2 model and spin Hamiltonian formalism estimated for the analysis of the X-band EPR for com-
plexes 1 and 2

Complex, approach Parameters

1, Seff = 1/2 model, estimated from data [g′1, g′2, g′3] = [1.97, 3.47, 5.80], [A′1, A′2, A′3] = [180, 200, 300] MHz
[ΔB1, ΔB2, ΔB3] = [20, 50, 50] mT

1, Seff = 1/2 model, x, y, z assignement40 [g′x, g′y, g′z] = [3.47, 5.8, 1.97], [A′x, A′y, A′z] = [200, 300, 180] MHz
[ΔBx, ΔBy, ΔBz] = [50, 50, 20] mT

1, spin Hamiltonian, x, y, z assignement40 [gx, gy, gz] = [2.341, 2.377, 2.136], [Ax, Ay, Az] = [134, 74, 325] MHz
E/D = 0.178

1, spin Hamiltonian, estimated from data [gx, gy, gz] = [2.34, 2.38, 2.14], [Ax, Ay, Az] = [130, 75, 190] MHz
E/D = 0.173
ΔB = 25 mT

2, Seff = 1/2 model, estimated from data [g′1, g′2, g′3] = [1.98, 3.56, 5.77], [A′1, A′2, A′3] = [180, 200, 300] MHz
[ΔB1, ΔB2, ΔB3] = [20, 50, 50] mT

2, Seff = 1/2 model, x, y, z assignement40 [g′x, g′y, g′z] = [3.56, 5.77, 1.98], [A′x, A′y, A′z ] = [140, 280, 180] MHz
[ΔBx, ΔBy, ΔBz] = [50, 50, 20] mT

2, spin Hamiltonian, x, y, z assignement40 [gx, gy, gz] = [2.342, 2.391, 2.123], [Ax, Ay, Az] = [92, 74, 300] MHz
E/D = 0.154

2, spin Hamiltonian, estimated from data [gx, gy, gz] = [2.34, 2.39, 2.12], [Ax, Ay, Az] = [100, 75, 190] MHz
E/D = 0.154
ΔB = 20 mT
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parameter. The result is consistent with the predicted positive
D parameter from SA-CASSCF/NEVPT2 calculations. Having
the effective g-factor components g′1, g′2, and g′3 of the ground
Kramers doublet estimated for the EPR spectra, one can assign
them correctly to g′x, g′y, and g′y and later to real g-factors gx, gy,
and gz of spin Hamiltonian formalism using an approach out-
lined in ref. 42. First, all possible combinations of g′1, g′2, and
g′3 are used to calculate six dependencies of an average real
g-factor on the E/D radio, which are checked against the
average g-factor obtained from the experimental room temp-
erature value of the effective magnetic moment. This will even-
tually give a single assignment of x, y, and z components
instead of the 1, 2, and 3 components of the g-factors as well
as the components of the anisotropic hyperfine interaction. At
the same time, the correct value of E/D is estimated from the
procedure, but the values of D and E directly cannot be esti-
mated. It is sometimes cumbersome to obtain accurate values
of the average real g-factor due to uncertainties in the subtrac-
tion of diamagnetic or temperature-independent paramagnetic
susceptibility. In our case, we used the average g-values pre-
dicted from SA-CASSCF/NEVPT2 calculations in Table 1, and
this approach showed an excellent consistency between calcu-
lations and analysis of EPR spectra. The results are also sum-
marised in Table 4, yielding the E/D values 0.178 and 0.154 for
1 and 2, respectively. It should be noted that the direct esti-
mation of spin Hamiltonian parameters D and E from the
X-band EPR is also not possible for Co(II) ions with D > 8 cm−1,
only the E/D ratio can be obtained. Having the E/D ratio, real
g-factors, and hyperfine interactions estimated from the afore-
mentioned analysis, we used those values as starting para-
meters to simulate the experimental X-band EPR spectra using
spin Hamiltonian formalism with the D parameter for simpli-
city fixed to 25 cm−1. A very good agreement with the experi-
mental spectra was obtained with only minor corrections of
the starting parameters, yielding E/D values of 0.173 and 0.154
for 1 and 2, respectively, as shown in Fig. 8. This result is in
good agreement with the SA-CASSCF/NEVPT2, HF EPR and

FIRMS analysis, confirming slightly higher rhombic anisotropy
in 1. A slight difference in g-factors obtained from X-band EPR
and HFEPR can be accounted for by the different sensitivity of
the two methods to the influence of hyperfine coupling, which
strongly affects the lineshape of X-band data.

Dynamic magnetic investigation

In order to probe the SIM behaviour in reported compounds,
the frequency dependence of the alternating current suscepti-
bility was measured at various fields and temperatures (see the
ESI† for a detailed experimental description of AC suscepti-
bility measurements and data analysis). At 2 K and zero DC
field, no significant out-of-phase component (χ″) of the AC sus-
ceptibility was observed for both complexes (Fig. S18 and S19,
see the ESI†). This is a consequence of the fast relaxation of
magnetisation resulting from the quantum tunnelling effect
induced by hyperfine interactions with the nuclear spins.
However, the applied DC field in the range of 0–0.5 T caused
the suppression of the tunnelling effect, and the evolution of
χ″ upon frequency change at 2 K proves the field-induced slow
relaxation of magnetisation in 1 and 2. Both compounds
exhibit single-channel relaxation under a weaker DC field (<0.3
T), and two-channel relaxation under stronger DC fields (>0.3
T for 1 and >0.2 T for 2; Tables S5 and S6†). Therefore, in-
phase (χ′) and out-of-phase components of AC susceptibility
were simultaneously fitted to extended one-set and two-set
Debye models (eqn (S1)–(S4)†). The low-frequency (LF) chan-
nels appeared only above 0.3 T and were not analysed further.

The evolution of field-dependent relaxation time τ for 1 and
2 is different (Fig. 9a). Compound 1 shows one order of magni-
tude longer τ with the maximal value at 0.15 T (17.6 Hz, τmax =
9.1 ms), while 2 reaches the maximal value at 0.07 T (17.6 Hz,
τmax = 0.76 ms). Given the closely similar coordination environ-
ment and values of ZFS splitting parameters in both com-
pounds (vide supra), the noticeable discrepancies in the relax-
ation time could tentatively be attributed to the varying
lengths of the aliphatic chains. It is plausible to consider that

Fig. 9 τ vs. B (a) and ln τ vs. 1/T (b) dependencies for compounds 1 and 2.
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the elongation of these chains may facilitate the interaction
between the molecules and the environment through acoustic
and/or optical vibrational modes, thereby influencing the
relaxation dynamics. Both τ vs. B dependencies were success-
fully fitted to relaxation eqn (2) which involves quantum tun-
nelling, direct and Raman relaxation processes.

1
τ
¼ b1

1þ b2B2 þ ABmT þ d
1þ eB2

1þ fB2

� �
Tn ð2Þ

The fits were performed with fixed Raman and direct expo-
nents to theoretical values m = 4 and n = 9, expected for
Kramer’s ions.43 Table S7† presents the obtained parameters
b1, b2 (quantum tunnelling), A (direct process) and d, e, and f
(Raman process), which were used for the simulation of the
individual relaxation rates and their contributions to the
overall relaxation (Fig. S20†). For complex 1, the major contri-
bution to relaxation in the low field region is quantum tunnel-
ling while the Raman relaxation becomes dominant with the
increase of the field. Interestingly, quantum tunnelling is sup-
pressed even at a very small field (0.005 T) for complex 2 and
the Raman relaxation is the only dominant process up to ca.
0.2 T. Above 0.25 T, the major contribution to the relaxation of
both compounds originates from the direct process.

The temperature-dependent dynamic studies were per-
formed at BDC = 0.15 T for 1 and 0.07 T for 2, where the slow
relaxation of magnetisation lasts the longest (Fig. 9a). χ″ shows
the single maxima shift from 76.3 Hz (for 1 at 1.8 K, τ =
2.09 ms) and from 331.6 Hz (for 2 at 2.0 K, τ = 0.48 ms),
respectively, towards higher frequencies with the increase of
the temperature (Tables S8 and S9†). The obtained frequency
dependent χ′ and χ″ components of AC susceptibility were sim-
ultaneously fitted to a one-set Debye model (eqn (S1), (S2);
Fig. S21, S22; and Tables S8, S9†). The obtained temperature
dependencies of relaxation time ln τ vs. 1/T were fitted with
respect to relaxation eqn (3) involving the terms of direct,
Raman and Orbach relaxation mechanisms, respectively

1
τ
¼ aTBm þ CTn þ 1

τ0
exp �Ueff

kT

� �
ð3Þ

At first, the effective energy barrier of spin reversal Ueff was
estimated by fitting the high-temperature region (4.4 K–5.2 K)
to the Arrhenius-like equation of a single Orbach process,
which resulted in Ueff = 62(4) K for 1 and Ueff = 54(2) K for 2
(Fig. 9b, dashed lines). The comprehensive analysis of ln τ vs.
1/T dependencies in the whole temperature range however
requires the combination of two or three relaxation mecha-
nisms. The previous low-temperature analysis of τ vs. B depen-
dencies suggests that SRM in 1 is governed by Raman and
direct mechanism at BDC = 0.15 T (Fig. S20,† solid vertical
line), while for 2, it is predominantly governed by a single
Raman process at BDC = 0.07 T (Fig. S20,† dash-dotted vertical
line). Therefore, the comprehensive fit of the ln τ vs. 1/T depen-
dencies was conducted using all three relaxation processes for
1, and the combination of Orbach and Raman processes for 2.
Those two approaches resulted in relaxation parameters Ueff =

77(4) K, τ0 = 7(2) × 10−12 s, C = 0.6(1) K−n s−1, n = 5.8(2), and A
= 1.00(4) × 105 s−1 T−4 K−1 for 1 and Ueff = 70(2) K, τ0 = 1.6(5) ×
10−11 s, C = 264(9) K−n s−1, and n = 2.28(3) (Fig. 9b solid lines;
Table S10†). The obtained relaxation parameters indicate that
subtle structural differences between 1 and 2 cause a slight
decrease of the energy barrier of spin reversal Ueff and acceler-
ate the Raman relaxation. On the other hand, the relaxation
governed via the direct process seems to be relevant only in
complex 1 with a shorter n-octyl aliphatic chain. It is interest-
ing to note that the values of the effective energy barriers Ueff

are close to the theoretical ones U = 69 K and U = 74 K, calcu-
lated by the equation for Kramer’s ions U = (S2 − 1

4)|D| using
the axial ZFS parameters obtained from the fit with anisotropic
g-tensor (Table 2). The Raman exponents acquire smaller
values than the expected value of 9 for Kramer’s ions,44 but
when optical and acoustic phonons are considered, values in
the range of 1–6 are acceptable.38

Summary

In this paper, we report on the synthesis, crystal structure,
magnetic properties and field-induced single-molecule mag-
netic behaviour of two structurally similar hexacoordinated Co
(II) complexes with tailor-made organic ligands for wet depo-
sitions on surfaces. Both compounds have been successfully
deposited onto silicon surfaces as sub-micrometric structures
through drop casting and lithographically controlled wetting,
mimicking the logical patterns utilized in compact disks, such
as parallel stripes or isolated “pits & lands”. Although the
neutral molecular structure of the complexes makes them suit-
able for sublimation, their thermal instability rendered this
approach unsuccessful. The structural analysis unveiled the
distorted octahedral shape of coordination polyhedra consist-
ing of three nitrogen donor atoms of the corresponding triden-
tate ligand and three oxygen donor atoms of two nitrate
anions, one of which is coordinated in a bidentate fashion
and the other in a monodentate fashion. The role of the fourth
oxygen atom of the monodentate nitrate ligand has been
inspected in detail and it has been shown that the formed Co
(II)⋯O noncovalent interactions do not affect the electronic
structure of the central atom significantly. The comprehensive
analysis of the electronic structure and magnetic properties of
reported complexes 1 and 2 demonstrates their positive axial D
parameters, easy-plane anisotropy, and applicability of the
spin Hamiltonian formalism for S = 3/2. Combining ab initio
calculations, static magnetic data, HF and X-band EPR, and
FIRMS measurements, the study highlights the similarities
and differences in magnetic anisotropy between the two com-
plexes, which also influence their relaxation properties. AC sus-
ceptibility investigations demonstrated field-induced SIM
behaviour in both complexes. At very low temperatures, the
SRM is governed by a combination of quantum tunnelling,
direct relaxation, and Raman relaxation processes. The effect
of quantum tunnelling was effectively suppressed by an
increased static magnetic field, which, in turn, activated relax-
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ation via the direct mechanism. As the temperature increased,
the Orbach relaxation process was also activated, with effective
energy barriers that match the predicted values from the ZFS
parameters.
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Tetracoordinate Co(II) complexes with semi-
coordination as stable single-ion magnets for
deposition on graphene†

Jorge Navarro Giraldo, a Jakub Hrubý, ‡a Šárka Vavrečková,§ab

Ondřej F. Fellner, c Lubomı́r Havlı́ček, ad DaVonne Henry,e Shehan de Silva,e

Radovan Herchel, c Miroslav Bartoš,a Ivan Šalitroš, af Vinicius T. Santana,a

Paola Barbara, e Ivan Nemec *ac and Petr Neugebauer *a

We present a theoretical and experimental study of two tetracoordinate Co(II)-based complexes with

semi-coordination interactions, i.e., non-covalent interactions involving the central atom. We argue that

such interactions enhance the thermal and structural stability of the compounds, making them

appropriate for deposition on substrates, as demonstrated by their successful deposition on graphene.

DC magnetometry and high-frequency electron spin resonance (HF-ESR) experiments revealed an axial

magnetic anisotropy and weak intermolecular antiferromagnetic coupling in both compounds,

supported by theoretical predictions from complete active space self-consistent field calculations

complemented by N-electron valence state second-order perturbation theory (CASSCF-NEVPT2), and

broken-symmetry density functional theory (BS-DFT). AC magnetometry demonstrated that the

compounds are field-induced single-ion magnets (SIMs) at applied static magnetic fields, with slow

relaxation of magnetization governed by a combination of quantum tunneling, Orbach, and direct

relaxation mechanisms. The structural stability under ambient conditions and after deposition was

confirmed by X-ray photoelectron spectroscopy (XPS) and Raman spectroscopy. Theoretical modeling

by DFT of different configurations of these systems on graphene revealed n-type doping of graphene

originating from electron transfer from the deposited molecules, confirmed by electrical transport

measurements and Raman spectroscopy.

1 Introduction

Hybrid materials combining single-molecule magnets (SMMs)
and solid-state materials are attractive candidates for next-
generation technologies, such as high-density magnetic memory
devices,1 qubits,2 and spintronic devices.3–5 The solid-state sub-
strate, having metallic, semi-metallic, or insulating character,
provides a platform for the deposition of SMMs in the form of
thin films, allowing addressing or manipulation of the molecular
magnetic and electric properties.4,6,7 For their successful deposi-
tion, the molecular compounds must present an increased
chemical, structural, and thermal stability that guarantees the
preservation of their magnetic properties during and after the
deposition process,4 which often involves their sublimation at
high temperatures and under high-vacuum conditions. These
features pose considerable challenges to the design of sublimable
SMMs, such that the number of demonstrated complexes suitable
for deposition and spintronic applications remains small.4

Co(II)-based coordination compounds often exhibit interesting
magnetic properties emerging from a large spin–orbit coupling
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(SOC) inducing very large magnetic anisotropies in certain
ligand field symmetries. For the preparation of SMMs, or their
analogs with only one paramagnetic center, single-ion magnets
(SIMs), it is important for the molecule to possess a large and
preferably axial type of magnetic anisotropy (D o 0), which is
usually observed for low coordinate Co(II) complexes such as
dicoordinate,8 tetracoordinate,9–13 pentacoordinate,14–20 but
also hexacoordinate with trigonal ligand field symmetry.21–27

To date, the most extensively investigated group of Co(II) SIMs
consists of tetracoordinate complexes.28,29 Within this class,
the most intriguing results have been observed for SIMs that
exhibit slow relaxation of magnetization in zero external mag-
netic fields, commonly known as zero-field SIMs (ZF-SIMs).
There are only two groups of tetracoordinate Co(II) ZF-SIMs:
those composed of monodentate ligands with S, Se, or Te donor
atoms,30–32 and those formed by bidentate ligands that create
acute bite angles.33–37 Our previous investigations strongly
suggest avoiding the use of monodentate ligands in complexes
intended for thermal depositions. Recently, we attempted to
deposit two different types of tetracoordinate Co(II) complexes
on various substrates, but found that the stability of the
complex molecules during deposition was problematic under
ambient conditions.38 Even the use of a protective atmosphere
was not sufficient to deposit intact tetracoordinate Co(II)
molecules.39 To enhance the stability of the Co(II) complexes
intended for depositions we opted to use bidentate ligands
instead of monodentate ligands. We decided to use bidentate
Schiff base ligands which are well known for forming mono-
nuclear Co(II) complexes exhibiting field-induced or zero-field
slow relaxation of magnetization. Furthermore, we modified
the Schiff base ligands by adding a 2-pyridyl substituent to
ensure the high stability of the molecular complexes. This
provides an additional nitrogen atom that is sterically hindered
from forming a regular coordination bond with the metal atom.
However, it can form a non-covalent interaction with the adja-
cent metal center. As we recently proposed,40 non-covalent
interactions between the donor atoms possessing free electron
pairs such as N or O, and metal atoms can enhance the stability
of the molecular complex without affecting the magnetic aniso-
tropy of the metal centers significantly. Therefore, for deposi-
tions, we decided to utilize Co(II) compounds with a specific class
of Schiff base ligands derived from the condensation of aromatic
2-hydroxo-benzaldehydes and 2-amino-6-picoline. The crystal
structure of the Co(II) compound with the Hsalapi ligand
(Hsalapi = 2-methyl-6-(20-oxybenzylideneamino)pyridin) was
reported previously.41 In its crystal structure (Cambridge Struc-
tural Database code MIFWUU),42 we see that two deprotonated
salapi� ligands coordinate the Co(II) atom in a bidentate manner
giving rise to the [Co(salapi)2] molecule (Fig. 1). Remarkably, the
pyridine nitrogen atoms point towards the metal center, but the
Co� � �N distances are relatively long (2.625(14) and 2.708(14) Å).
Thus, from the perspective of structural coordination chemistry,
these contacts could be classified as semi-coordinative because of
their non-covalent nature and major electrostatic contribution.43–48

In this work, we opted to investigate whether the [Co(salapi)2]
(hereafter 1) and structurally related [Co(me-salapi)2] (hereafter

2, Hme-salapi = 2-methyl-6-(20-oxy-40-methyl-benzylideneamino)-
pyridin) molecules can be magnetically considered to be tetra-
coordinate despite having relatively short Co� � �N non-covalent
interactions. Furthermore, we investigated whether the Co� � �N
interactions are stabilizing structures of molecules in 1 and 2
sufficiently enough for their utilization in depositions by wet
chemistry and thermal sublimation. In this case, we performed
molecular deposition on commercially available single-layer
graphene.49 Graphene offers interesting properties such as high
electron mobility, spin transport, mechanical strength, and
thermal conductivity.50–53 Furthermore, in our vision, graphene
serves as a good substrate for deposition when nanostructured
into a quantum dot, which could be used as a bolometer for
in situ spectroscopy of deposited compounds.54,55 Graphene
could also be used for the electrical addressing of SMMs, as it
can be shaped and utilized for graphene transistors56 that are
commercially available nowadays.

Herein, we report on the synthesis, crystal structure, mag-
netic properties, and characterization of compounds 1 and 2
along with a theoretical study of their semi-coordination
aspects, magnetic properties, and intermolecular exchange
interactions. Direct current (DC) magnetometry and HF-ESR
measurements demonstrated that the compounds present an
axial magnetic anisotropy and a weak intermolecular antiferro-
magnetic exchange interaction, corroborated by broken-
symmetry DFT (BS-DFT) calculations; while alternating current
(AC) magnetometry showed that both compounds behave as
field-induced SIMs. We also carried out a successful deposition
of 1 and 2 on graphene and compared the results to a bulk
reference. Raman spectroscopy, X-ray photoelectron spectro-
scopy (XPS), atomic force microscopy (AFM), and electrical
transport measurements were used as characterization techni-
ques supporting the theoretical predictions of molecular
adsorption performed by DFT.

2 Materials and methods

Detailed information on the sample preparation, elemental
analysis, characterization by infrared spectroscopy and X-ray
diffraction (XRD), DC and AC magnetometry, electrical trans-
port, and HF-ESR measurements is found in the ESI.†

2.1 Deposited samples

For both deposition processes (drop-cast and thermal sublima-
tion) a chemical vapour deposition (CVD) grown monolayer
graphene on a Si/SiO2 substrate was used (300 nm thickness of

Fig. 1 Preparation scheme of compounds 1 (Co(salapi)2, R = H) and 2
(Co(me-salapi)2, R = CH3).
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SiO2, Si (100), p-doped, 1–10 O cm from Graphenea, San Sebastian,
Spain). The drop-cast sample was prepared by dissolving the bulk
compound 1 or 2 in acetone (99%, Penta, Czech Republic) to make
a final solution with a 1 mM concentration. The actual drop-casting
was conducted in ambient conditions as 40 mL was drop-cast onto
graphene. For the thermal sublimation, we used a home-built high-
vacuum sublimation chamber equipped with a quartz crucible
heated by a ceramic heater (BACH RC, Seefeld, Germany) with a
thermocouple in thermal contact with the heater. The base cham-
ber pressure during the sublimation was 1 � 10�6 mbar. The
sublimations for 1 and 2 were performed at 270 and 283, respec-
tively. The bulk powder from the crucible after sublimation was
taken for further analysis. Optical images were acquired on a
confocal Raman microscope WITec Alpha300 R+ (WITec, Ulm,
Germany). All topography images and profiles were obtained with
the scanning probe microscope Dimension Icon (Bruker, Billerica,
USA) in tapping mode. X-ray photoelectron (XPS) measurements
were carried out with Kratos Axis Supra (Kratos Analytical, Man-
chester, United Kingdom).

2.2 Computational details

The zero-field splitting (ZFS) terms were computed using
Gaussian-basis DFT in the ORCA 4.2.1 and 5.0 electronic
structure packages,57,58 using the state average-CASSCF,59 com-
plemented by NEVPT2.60,61 The input coordinates for the
calculations were obtained from experimentally determined
molecular structures refined by Hirshfeld atom refinement62

incorporated in Olex2 (ver. 1.5).47 The basis sets for the ZFS
calculations were used as follows: def2-SVP for hydrogen and
carbon atoms, triple-z def2-TZVP for the remaining atoms.63

The calculation costs were decreased by using the def2/J and
def2-TZVP/C auxiliary basis sets64,65 together with the chain-of-
spheres (RIJCOSX)66,67 approximation to the exact exchange as
implemented in ORCA. The active space was defined by seven
electrons in five d-orbitals of Co(II) (CAS(7,5)), and all possible
multiplets, 10 quartets, and 40 doublets, were involved in the
calculations. The ligand field parameters were obtained using
the ab initio ligand field theory (AILFT) calculations.68

BS-DFT calculations in ORCA 5.0 were carried out to estimate
the isotropic exchange interaction. Two DFT hybrid functionals,
B3LYP69–71 and PBE0,72 were selected based on their good perfor-
mance on previously studied coordination compounds.73–78 More-
over, the calculations were performed with Ahlrichs triple-z basis
sets def2-TZVP and also with their relativistic analogs ZORA-def2-
TZVP.63 Furthermore, the non-local density-dependent dispersion
correction to DFT was accounted for in two ways, as non-
self-consistent (DFT-NL) and as self-consistent (DFT-SCNL)
implementation.79,80

The quantum theory of atoms in molecules81 (QT-AIM)
calculations were performed using ORCA 4.2.1, employing
single-point DFT calculations utilizing the B3LYP functional
and bases as described above (def2-TZVP). Then, the wavefunc-
tions were used for the QT-AIM calculations using the Multiwfn
program.82,83 ELF calculations for Co(II) complexes, which
visualize electron pairs, were compared to those for diamag-
netic Zn(II) analogues, revealing no significant differences.

Molecular adsorption on graphene was calculated using
plane-wave DFT performed on the Vienna Ab-Initio Simulation
Package (VASP)84–87 version 5.4.4, which uses a plane-wave basis
for the Kohn–Sham orbitals, the Projector Augmented Wave
method,87,88 and pseudopotentials. The exchange–correlation
was accounted for by the PBE functional,89,90 with van der Waals
corrections included by the D3 method with Becke–Johnson
damping.91,92 Collinear spin polarization and electric dipole
corrections93,94 were also included. In all calculations, the kinetic
energy cut-off for the plane waves was 520 eV, and the cut-off
energy of the plane wave representation of the augmentation
charges was 644.9 eV. The threshold for electronic self-consistency
loops was 10�6 eV, and ionic relaxation was performed until
residual forces on each ion were below 0.02 eV Å�1, unless stated
otherwise.

For calculations of the ground-state energy, ionic relaxation
of isolated molecules, and ionic relaxation of the molecules on
graphene, the reciprocal space was sampled using only one point at
the Brillouin zone center (G-point calculation). For charge density
calculations, a G-centered 2 � 2 � 1 Monkhorst–Pack mesh95

was used to sample the Brillouin zone of all configurations. The
obtained charge densities were used and kept constant in the
density of states calculations, where the reciprocal space was
sampled with a G-centered 4 � 4 � 1 Monkhorst–Pack mesh.
Reciprocal space integration used Gaussian smearing of k-points
equal to 0.1 eV. To generate the partial density of states (Fig. 7a),
and the planar average of the charge density difference (Fig. 7b, c
and ESI† Fig. S41, S42), we used the VASPKIT code.96 We used the
VESTA software97 to plot Fig. 6a–d, f–i, 7b, c and ESI† Fig. S40–S42.

To model the monolayer graphene substrate, we first per-
formed ionic relaxation of the 10 � 10 graphene superlattice
by plane-wave DFT until the interatomic forces were below
0.001 eV Å�1. (1 � 1 corresponds to a graphene unit cell
containing two carbon atoms with an interatomic distance of
1.424 Å.) During the relaxation, the supercell’s volume was kept
constant, and the ionic positions were relaxed within the
graphene’s plane. The molecules were modeled taking as a
basis their XRD structure. Then, ionic relaxation of the isolated
molecules (gas phase) was performed using a parallelepiped
unit cell of dimensions 24.67 � 24.67 � 30 Å3 (ESI† Fig. S40). To
simulate molecular adsorption on graphene, four different con-
figurations (orientations) of each molecular complex were placed
on the 10 � 10 graphene substrate. A supercell height of 30 Å in
the direction perpendicular to the graphene plane (z direction),
guaranteed at least a 15 Å vacuum above the molecule on the
substrate, minimizing the interaction between supercells in the z
direction. Electric dipole corrections along the z direction were
applied to reduce this interaction further. The supercell size and
shape were kept the same in all calculations.

3 Results and discussion
3.1 Synthesis and structure

Compounds 1 and 2 can be prepared using the previously
reported procedure.41 However, we synthesized both compounds
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by in situ reaction of 2-amino-6-methylpyridine, salicylaldehyde
(or 5- methylsalicylaldehyd for preparation of 2), CoCl2�6H2O and
triethylamine in methanolic solution (molar ratio 2 : 2 : 1 : 2,
Fig. 1). The mixture was refluxed after the addition of all reagents
and then filtered. Red-orange crystals suitable for single-crystal
XRD were obtained by slow diffusion of Et2 O into the solution.
The purity of both compounds was confirmed by elemental
analysis and powder XRD experiments (ESI† Fig. S1). The
thermal stability was investigated using thermogravimetric ana-
lysis (ESI† Fig. S2 and S3), and it was revealed that compounds 1
and 2 are stable up to 290 and 310 1C, respectively, and with
melting temperatures 263–265 and 301 1C, respectively.

Compounds 1 and 2 adopt very similar crystal structures
although they are not isostructural. 1 crystallizes in the mono-
clinic I2/a space group, whereas 2 in the orthorhombic Pbcn
space group. The basic crystallographic and refinement data
are summarized in the ESI† Table S1. Both crystal structures
consist solely of the molecular complex (Fig. 2a and ESI†
Fig. S4, S5). In both structures, the cobalt atom sits at a two-
fold rotational axis, and thus only half of the complex molecule
is symmetrically independent. Two bidentate ligands coordi-
nate the central Co(II) atom, each by one phenolate oxygen atom
(dCo1–O1 = 1.9527(16) Å and 1.9613(7) Å in 1 and 2, respectively)
and by an imine nitrogen atom (N1 in Fig. 2a, dCo1–N1 =
1.9913(18) Å and 1.9923(9) Å in 1 and 2, respectively). The
Co� � �N distance of the pyridine nitrogen atoms (N2) is longer:
2.6908(19) Å and 2.6951(9) Å in 1 and 2, respectively, therefore,
both 1 and 2 can be formally considered to be tetracoordinate.
According to the SHAPE algorithm and continuous shape
measurements (CSMs), the shape of the coordination polyhe-
dron corresponds to a distorted tetrahedron (CSMs(Td): 2.857
and 2.531, respectively), however, distortion from the see-saw
geometry is relatively small: (CSMs(C2v): 3.800 and 4.723,
respectively, ESI† Table S2). The complex molecules form
extensive networks of p–p aromatic stacking interactions orga-
nized in supramolecular layers parallel to (00l) planes (in 1) or
chains along the c-axis (in 2, ESI† Fig. S4 and S5).

To investigate the nature of the Co� � �N interaction we
utilized the topological analysis of electron density by QT-AIM.
Firstly, we performed single-point DFT calculations using the
coordinates of the complex molecules 1 and 2 obtained from
XRD experiments. To ensure reliable positions of the hydrogen
atoms we applied the Hirshfeld atom refinement for both struc-
tures (for details see the ESI† Section S1). Then, we performed
topological analysis of the electron density (r(r)) using Multiwfn
software.82,83 As a result, we did not find any bond critical point
(BCP) between the Co1 and N2 atoms, as seen from the Laplacian
of electron density (r2r(r), ESI† Fig. S6). This can be attributed to
the orientation of the pyridyl moiety, which modulated the
topology of r2r(r) between the Co and N atoms, preventing the
formation of bond path or BCP (ESI† Fig. S6). Next, we analyzed
this interaction using the non-covalent interaction (NCI)
method.98 This method utilizes the analysis of r(r) using the
reduced density gradient function to distinguish between attrac-
tive and repulsive non-covalent interactions by determining the
sign of the eigenvalue of the electron density Hessian matrix,
defined as l2. We visualized the interactions within molecules
using VMD software99 (Fig. 2b). The Co� � �N interaction was found
to be a combination of steric effect (repulsion between the
neighboring nitrogen atoms, red color) and attraction between
the pair of the Co and N atoms (blue color). To better visualize this
interaction, we also computed the electron localization function
(ELF), which depicts the probability of finding an electron pair in
multielectronic systems.100,101 Fig. 2c shows that the pyridine
electron pair is well localized, pointing towards the more electro-
positive cobalt atom (ESI† Fig. S6). In summary, despite the
absence of BCP, we show that the Co� � �N interaction exhibits an
attractive non-covalent character due to the interaction between
the pyridyl electron pair and the cobalt atom. Therefore, we
classify this interaction as semi-coordination.44

3.2 Magnetic properties and HF-ESR

We employed magnetometry to perform DC magnetic measure-
ments, including temperature- (2–300 K) and field- (0–7 T at 2 K)

Fig. 2 (a) A perspective view on the structure of the molecular complex in the crystal structure of 1, hydrogen atoms were omitted for clarity. Color
code: carbon (light brown), cobalt (dark blue), nitrogen (light blue), and oxygen (red). Selected bond lengths (in Å): 1, dCo1–N1 = 1.9970(8), dCo1–O1 =
1.9579(7); 2, dCo1–N1 = 1.9923(9), dCo1–O1 = 1.9613(7). (b) NCI plot calculated for 1. (c) Visualization of the ELF for 1.
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dependence of the magnetic moment (Fig. 3a and ESI† Fig. S27).
The crystal structures of 1 and 2 consist of isolated complexes
that interact through p–p stacking interactions, which are well-
known non-covalent magnetic exchange pathways.102 To appro-
priately analyze the magnetic data, we first performed theoretical
calculations. We selected dimeric structural fragments (Fig. 3d)
and conducted BS-DFT calculations following the procedure of
Section 2.2 to estimate the isotropic exchange of the spin
Hamiltonian defined as Ĥ = �JŜ1�Ŝ2, with Ŝ1 and Ŝ2 corres-
ponding to the spin operator of each molecule in the dimer. The
comparison of the energy difference between the high-spin (HS,
S1m� � �S2m) and broken-symmetry spin states (BS, S1m� � �S2k), D =
eBS � eHS, was utilized to calculate J according to the formulas of
Ruiz103 and Yamaguchi:104

JR ¼ 2D
ðS1 þ S2ÞðS1 þ S2 þ 1Þ; JY ¼ 2D

hS2iHS � hS2iBS
: (1)

All approaches predicted a weak antiferromagnetic coupling
within the dimer for compounds 1 and 2 using all tested
functionals and bases (see the ESI,† Tables S8 and S9);
for example, using the functional B3LYP + NL we find JY =
�0.247 cm�1 and �0.268 cm�1 for 1 and 2, respectively. A slightly

stronger antiferromagnetic exchange was predicted for 2, which is
consistent with its shorter C� � �C and C� � �N distances between the
p–p stacked ligands of the neighboring molecules compared to
those in compound 1. The magnetic exchange interaction
between neighboring molecules is expected to be weak due to
the relatively large Co� � �Co distances being 5.94479(9) and
5.82467(7) Å in compounds 1 and 2, respectively.

Since the magnetic measurements for both compounds were
very similar, we provided a more detailed description of the
properties of 1. The effective magnetic moment meff/mB mea-
sured for 1, where mB is the Bohr magneton, adopts a value of
4.3 at room temperature, which is consistent with a large
contribution of SOC. Thus, the Landé g-factor (giso = 2.20) is
larger than that of the free electron (g = 2.0023). The meff/mB

values stayed approximately constant down to 30 K, where we
observed a drop starting from 4.1 to 3.7 at 2 K suggesting the
presence of intermolecular magnetic exchange interactions or
ZFS. Since we did not observe maxima in the susceptibility
curve (w = f (T)), we may conclude that the intermolecular
magnetic interactions among molecules are weak. Neverthe-
less, we were unable to fit the magnetic data in the absence of
exchange coupling, and due to this fact as well as taking into
account the results of BS-DFT calculations, we applied a spin
Hamiltonian including axial (D) and rhombic (E) single-ion ZFS

Fig. 3 (a) Temperature dependence of meff/mB acquired for 1 in the range from 2 K to 300 K with an external magnetic field 0.1 T, and the isothermal
magnetization data measured at 2 K shown in the inset. The empty circles represent experimental data, while the red lines represent fittings to eqn (2)–
(4). (b) Frequency dependence of the HF-ESR spectra of compound 1 at 7.4 K. (c) Temperature dependence of the HF-ESR spectra of compound 1 at
119.97 GHz. The parameters in the simulated spectra (with offset for more clarity) were D = �20 cm�1, gx = 2.20, gy = 2.15, gz = 2.40, E/D = 0.122, and J =
�0.3 cm�1. Green stars correspond to thermally-activated transitions ascribed to the excited S = 1/2 doublet, black crosses indicate an ESR signal from an
impurity in the sample holder’s mirror, and red dots indicate a spurious signal not considered in the simulation. (d) The outcome of the BS-DFT
calculations for 1 with visualization of the spin density isosurface. (e) Visualization of the D-tensor axes overlayed over the molecular structure of 1.
(f) AILFT-calculated d-orbital splitting (left) and ligand field terms (right).
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terms and exchange coupling for the supramolecular dimer:

Ĥ ¼ �J Ŝ1 � Ŝ2

� �þD Ŝ
2

z �
S2

3

� �
þ E Ŝ

2

x � Ŝ
2

y

� �

þ mBBgŜa; (2)

together with the Zeeman term defined in the direction of the
magnetic field as Ba = B(sin y cosf, sin y sinf, cos y), where y
and f are the polar and azimuthal angles of the field. The
molar magnetization in the a-direction of the magnetic field
was numerically calculated from the partition function, Z, built
from the energy levels of the spin Hamiltonian as follows:

Ma ¼ NAkBT
d lnZ

dBa
; (3)

where kB and NA are the Boltzmann and Avogadro constants,
respectively. Then, the averaged molar magnetization of the
powder sample was calculated as the orientational average:

Mmol ¼ 1

4p

ð2p
0

ðp
0

Ma sin ydydf: (4)

The experimental magnetic data were fitted using
EasySpin,105 analyzing both temperature- and field-dependent
measurements simultaneously. The best fit was obtained with
the following sets of parameters: for 1, J = �0.19 cm�1, giso =
2.272, D = �15.3 cm�1 and E/D = 0.012; for 2, J = �0.27 cm�1,
giso = 2.213, D = �17.5 cm�1 and E/D = 0.044 (Fig. 3a and ESI†
Fig. S27). This confirmed the presence of a relatively large and
axial magnetic anisotropy.

ZFS was studied theoretically using the procedure outlined
in Section 2.2, using ORCA 5.0. The calculations indicate that
the 4F atomic term is split into seven ligand field multiplets as
expected due to the low symmetry of the coordination polyhe-
dron in 1 and 2. Additionally, the energy of the first excited
state is above 1000 cm�1, making the spin Hamiltonian form-
alism suitable for analyzing magnetic data.106 The splitting of
the d-orbitals reflects the distorted tetrahedral geometry with
the lowest dx2–y2 orbital. The configuration of the d-orbitals is
for both complexes as follows: dx2–y2

2
, dz2

2
, dxy

1, dxz
1, dyz

1 (ESI†
Fig. S21 and S22). In this configuration, the energy of the first
excitation between the d-orbitals with the same |ml| value
(dx2–y2

2 - dxy
1, |ml| = 2) is smaller than the first excitation

with D|ml| = 1 (dz2
2 - dxz

1). This indicates a relatively large and
axial magnetic anisotropy.23 CASSCF-NEVPT2 calculations
of the ZFS parameters confirmed this assumption: D =
�25.3 cm�1 and E/D = 0.084 for 1; D = �28.3 cm�1 and E/D =
0.107 for 2 (ESI† Tables S10 and S11). The obtained ZFS
parameters were markedly different from those obtained by
magnetometry. Therefore, we investigated if the used basis sets
can help to diminish the difference between the calculated and
experimentally derived ZFS parameters. We included relativistic
effects by introducing relativistic analogs of Ahlrichs double-
and triple-z basis sets (ZORA-def2-SVP for hydrogen and carbon
atoms). The calculated D values were slightly lower than those
resulting from non-relativistic calculations, but their absolute
values are still significantly larger than those derived from
magnetometry (ESI† Tables S10 and S11).

We investigated the impact of the pyridine nitrogen atoms
on the electronic structure and magnetic anisotropy of com-
pounds 1 and 2 by replacing the 6-methyl-pyridine groups with
phenyl rings. Using DFT calculations (B3LYP and def2-SVP in
ORCA 5.0) we optimized the positions of these new groups
while keeping the positions of other atoms fixed, resulting in
the 10 and 20 input structures. This method allowed us to
maintain the ligand field strength and symmetry from the
regular donor atoms ({NO}2) while eliminating any influence
of the pyridine nitrogen atoms. The CASSCF-NEVPT2 calcula-
tions for 1 and 2 yielded very similar ligand field term struc-
tures as in 1 and 2. However, the energy of the lowest quartet
was found to be lower in 1 and 2 compared to 1 and 2 (ESI†
Fig. S23–S25). The resulting ZFS parameters are different from
those obtained for 1 and 2; the |D| values were found to be
larger (�40.3 cm�1 for 1 and �38.1 cm�1 for 2) while the E/D
values were significantly lower (E/D = 0.055 in 1, 0.039 in 2).

Thus, the anisotropy of 1 and 2 is larger and less rhombic
than calculated for 1 and 2. The larger |D| values can be
explained by the d-orbital splitting. Despite having the same
splitting pattern and similar orbital energies as 1 and 2, the
observed changes in 1 and 2 are most pronounced for the dxy

orbital, which experiences the greatest decrease in energy (ESI†
Fig. S25). This aligns with the orientation of this orbital in
relation to the position of the pyridyl rings. In 1 and 2, the
pyridyl nitrogen atoms point towards the lobes of the dxy orbital
(ESI† Fig. S25). However, in 1 and 2, the orientation of the
orbital remains unchanged even without the pyridyl nitrogen
atoms. It is worth noting that the decrease of the dxy energy is
larger in 2 than in 1 which correlates with the shorter Co� � �N
distance (and thus larger destabilization of dxy) in 2 (2.6592(9) Å)
than in 1 (2.6901(11) Å). As a result, the lower energy of the dxy

orbital leads to a smaller dx2–y2
2 - dxy

1 excitation, resulting in
larger |D| values. In summary, the CASSCF-NEVPT2 calculations
revealed that while the interaction between the Co(II) atom and
pyridyl nitrogen atoms does not induce significant changes in
the overall ligand field, the interaction between the dxy orbital
and lone pairs of the nitrogen atoms produce smaller |D| values
in complexes with the Co� � �N interactions.

The magnetization blocking barriers in 1 and 2 were calcu-
lated using the SINGLE_ANISO module107 incorporated in
ORCA 5.0.58 The results strongly indicate that quantum tunnel-
ing is the dominant relaxation process since the matrix element
of the transversal magnetic moment between the ground states
with opposite magnetizations is greater than 0.1 (0.23 for 1,
0.18 for 2, ESI† Fig. S26). Therefore, it is expected that 1 and 2
will behave as field-induced SIMs. Notably, changing the basis
from non-relativistic to relativistic (def2-TZVP vs. ZORA-def2-
TZVP) did not affect the matrix elements of any of the calcu-
lated magnetic moments (ESI† Fig. S26).

Further analysis of the magnetic properties of 1 was per-
formed by HF-ESR. Although measurements were taken on
compounds 1 and 2 both in powder form and deposited on
graphene, only the powder spectra of 1 showed satisfactory
results. HF-ESR measurements on the deposited compounds
on graphene did not show a clear signal due to the low
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deposited amounts, as evidenced in the ESI† Fig. S30 for
compound 1. Fig. 3b and c show the HF-ESR powder spectra
of 1 at different frequencies and temperatures, respectively.
(HF-ESR spectra at other frequencies are shown in the ESI†
Fig. S28.) From the temperature-dependent spectra, we
observed strong thermally-activated transitions ascribed to
the S = 1/2 doublet, indicated by green stars in the spectra,
confirming that the ground state has spin 3/2, and thus D is
negative. Nevertheless, transitions between the ground-state S =
3/2 and the excited state S = 1/2 were not observed in the energy
range accessible in our experiments. Therefore, we set a bound
for the ZFS such that the mentioned transition does not appear
in the simulated spectrum, being equal to |D| 4 600 GHz =
20 cm�1. Simulations with the parameters gx = 2.20, gy = 2.15,
gz = 2.40, D = �20 cm�1, E/D = 0.122, and an exchange term J =
�0.3 cm�1 reproduce most of the spectral features successfully
and suggest intermolecular antiferromagnetic coupling, in
agreement with BS-DFT calculations ( JY = �0.247 cm�1,
B3LYP-NL method), and similar to the one found by DC
magnetometry ( J = �0.19 cm�1). The ZFS parameters g-
factors are in agreement with the ones calculated for 1 in bulk
configuration by CASSCF-NEVPT2, as shown in Section 3.4 and
Table 3. Although weak, the exchange coupling has a noticeable
effect on the HF-ESR spectra, since it is responsible for the
emergence of a second peak in the low magnetic field region
(the first two peaks in the simulated spectra of Fig. 3b). The
separation between those peaks indicates the strength of the
exchange coupling, such that at J = 0 there is only one peak in
the low magnetic field region. Of the spectral features not
captured in the simulation, the ones indicated by black crosses
correspond to a signal coming from the mirror in the sample
holder, while for the ones indicated by red dots, we do not have
a conclusive explanation. From the simulations, we can infer
that they do not come from plausible values of the spin
Hamiltonian parameters for compound 1.

To probe the slow relaxation of magnetization behavior in 1
and 2, the AC susceptibility was measured at low temperatures
(see the ESI† Section S7 for a detailed experimental description
of AC susceptibility measurements and data analysis). At 2 K, a
static magnetic field (BDC) scan revealed the absence of an out-

of-phase signal w00 at BDC = 0 T for both compounds (ESI† Tables
S13, S21 and Fig. S31, S35), which is a consequence of fast
relaxation of magnetization resulting from the quantum tun-
neling (QT) effect induced by hyperfine interactions with
nuclear spins. However, the applied BDC field suppressed the
tunneling, allowing us to map the AC susceptibility and find the
optimal BDC field for further temperature-dependent dynamic
magnetic investigations. The frequency-dependent in-phase w00

and out-of-phase w00 components of the AC susceptibility were
satisfactorily fitted to the extended one-set Debye model (ESI†
eqn. (S1), (S2), Tables S13, S21 and Fig. S31, S35), by which the
isothermal wT and adiabatic wS susceptibilities along with the
relaxation time t (Fig. 4a) and its distribution parameter a were
determined at given BDC fields.

The global relaxation rate t�1 is usually described by
Orbach, Raman, direct, and QT relaxation processes as follows:

1

t
¼ 1

tOrbach
þ 1

tRaman
þ 1

tdirect
þ 1

tQT

¼ 1

y0
exp � U

kBT

� �
þ d

1þ eH2

1þ fH2

� �
Tn þ aHmT þ b1

1þ b2H2
:

(5)

At very low temperatures (i.e. at 2 K), the Raman, direct or
QT terms of eqn (5) usually participate in the relaxation of
magnetization; therefore, the t vs. BDC dependencies for both
compounds were analyzed with the respective combinations of
direct & QT or direct & Raman mechanisms. No combination of
these mechanisms was appropriate for the t vs. BDC analysis of
1 (ESI† Fig. S31d and Table S16), while a combination of direct
& Raman processes gave satisfactory results in the low field
region 0–0.1 T of 2 (ESI† Fig. S35d and Table S24).

The longest relaxation times were observed at BDC = 0.06 T
for 1 and BDC = 0.09 T for 2 (Fig. 4a) and these static fields were
used for further temperature-dependent dynamic magnetic
studies. Additionally, slightly higher static fields (BDC = 0.09 T
for 1 and BDC = 0.125 T for 2) were used to record the same
acquisition of dynamic magnetic measurements upon the
change of temperature, enabling a comprehensive analysis of
the slow relaxation of magnetization in both investigated SIMs

Fig. 4 (a) t vs. BDC dependencies for compounds 1 and 2. (b) and (c) ln t vs. 1/T plots for compounds 1 and 2, respectively, obtained from AC
susceptibility measurements recorded at two different DC magnetic fields. The blue and red solid lines result from simultaneous fits of two ln t vs. 1/T
dependencies at two different DC magnetic fields for each compound.
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(vide infra). Frequency-dependent in-phase (w0) and out-of-
phase (w00) components of the magnetic susceptibility measured
as a function of the frequency of an alternating magnetic field,
BAC, for a set of temperatures (1.9–4.9 K for 1 and 1.9–4.1 K for
2; ESI† Fig. S32, S33, S36, S37 and Tables S14, S15, S22, S23)
suggest a single relaxation channel. The out-of-phase compo-
nents w00 for 1 and 2 show the maximum shift from 69 Hz
(at 1.9 K and 0.06 T, t E 2.3 ms) and from 106 Hz (at 1.9 K and
0.09 T, t E 1.5 ms), respectively, towards higher frequencies
upon a temperature increase (ESI† Tables S14, S15, S22 and
S23). This indicates a typical feature of SMMs – the maxima of
w00 are frequency and temperature dependent, and the relaxa-
tion time t shortens as the temperature increases. The
temperature-dependent AC susceptibility measurements were
fitted using an extended one-set Debye model (ESI† eqn (S1)
and (S2)), which enabled us to obtain the relaxation time t at
the corresponding temperatures and static magnetic fields. The
analysis of temperature dependencies lnt vs. 1/T at a given BDC

was carried out with respect to various combinations of relaxa-
tion processes involved in the following relaxation equation:

1

t
¼ 1

tOrbach
þ 1

tRaman
þ 1

tdirect
þ 1

tQT

¼ 1

y0
exp � U

kBT

� �
þ CTn þ aHmT þ 1

tQT
;

(6)

where the corresponding terms represent Orbach, Raman,
direct, and QT relaxation mechanisms, respectively. The most
successful fits with the reliable values of relaxation parameters
involve the combination of Orbach, direct, and QT mechanisms
for 1 (ESI† Tables S17 and S18) and Orbach, direct, and Raman
mechanisms for 2 (ESI† Tables S25 and S26). A more compre-
hensive analysis was focused on the simultaneous fitting of ln t
vs. 1/T functions at two static BDC fields. Thus, two ln t vs. 1/T
dependencies recorded at 0.06 and 0.08 T for 1 and at 0.09 and
0.125 T for 2 were simultaneously analyzed using combinations
of various relaxation mechanisms. The most accurate fits
involve the combination of Orbach, direct, and QT processes
for each compound (Fig. 4b, c and ESI† Tables S19, S27). The
Orbach energy barriers (Ueff) and relaxation time at infinite
temperature (t0) are comparable to the previously reported
tetracoordinated Co(II) field-induced SIMs with a similar degree
of tetrahedral distortion and magnetic anisotropy (see the ESI†
Table S28 for a comparison with similar compounds in other
studies). Furthermore, the obtained relaxation parameters sug-
gest that the presence of methyl substituents introduced on the
tridentate Schiff base ligand accelerates the slow relaxation of
magnetization governed via QT and Orbach relaxation, while
the direct relaxation seems to be unaffected by such subtle
structural variation. Table 1 summarizes the main results from
the AC susceptibility analysis.

3.3 Deposition and charge transfer

Depositions on CVD graphene on Si/SiO2 by drop-cast and
thermal sublimation were performed to test the stability of
both compounds. Optical images of deposited compounds 1
and 2 can be seen in Fig. 5a and Fig. S7, S14 (ESI†). The

topography of both samples was investigated by AFM (Fig. 5(b, c)
and Fig. S7, S14, ESI†), revealing that drop-cast depositions led
to the formation of crystals a few micrometers high, while
thermal sublimation resulted in islands with heights up to
150 nm for 1 (Fig. 5c), and 50 nm for 2 (ESI† Fig. S13). Raman
spectroscopy and XPS confirmed that the chemical identity of
the molecules was preserved upon the deposition by both drop-
cast and thermal sublimation, a detailed comparison of XPS and
Raman spectroscopy on the deposited samples with a bulk
reference is found in the ESI† Sections S3 and S4. Raman spectra
revealed a consistent shift of graphene’s 2D peak (B2690 cm�1)
towards lower energy values after the deposition of both com-
pounds (Fig. 5d and ESI† Fig. S8, S15), which, considering that
graphene was initially p-doped due to the contact with impu-
rities under ambient conditions, suggests n-doping of graphene
arising from electron transfer from the compounds.108,109

n-Doping was further confirmed in transport measurements
on samples deposited on graphene field-effect transistors
(GFETs). To assess the charge transfer characteristics, 1 and 2
were drop-cast onto GFETs, following the procedure in the ESI†
Section S8. The conductance through the devices was monitored
as the gate voltage was varied from zero to 100 V, as shown in
Fig. 5e and Fig. S39 (ESI†). As fabricated, the charge neutrality
point (conductivity minimum) of the devices was approximately
95 V. With 2 deposited, the charge neutrality point shifted by
�23 V, indicating significant electron transfer to the graphene.
Charge transfer was less apparent in devices coated with 1 (ESI†
Fig. S39). The charge transfer effect may be much weaker with 1,
or a lower coverage of the devices may have muted the effect.

3.4 Theoretical calculations of molecular deposition and their
magnetic properties

To simulate the molecular adsorption on graphene, we
followed the procedure described in Section 2.2. For each
molecular complex, we considered four different molecule
orientations relative to the graphene substrate, based on the

Table 1 Relaxation parameters for the reported compounds. Fits con-
sidering only the Orbach relaxation process were obtained by fitting the
high-temperature parts of ln t vs. 1/T at the corresponding BDC fields.
Comprehensive fitting analysis of ln t vs. 1/T involves simultaneous fittings
at two BDC fields

Compound, Model U (K) t0 (ns) tQTM (ms)

a (Tm K s)�1

m

1, Orbacha at 0.06 T 40 12 — —
—

1, Orbacha at 0.08 T 40 11 — —
—

1, Orbach & direct & QTb 48.2 2.0 2 4 � 104

4 (fixed)
2, Orbachc at 0.09 T 38 4 — —

—
2, Orbachc at 0.125 T 36 8 — —

—
2, Orbach & direct & QTd 41 2.2 1.3 4 � 104

4 (fixed)

a For data in the range 3.5–4.7 K. b At 0.06 T and 0.08 T. c For data
in the range 3.3–4.1 K. d At 0.09 T and 0.125 T.
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possible enhancement of hydrogen–carbon and carbon–carbon
interactions between the molecule and substrate, as shown in
Fig. 6a–d and f–i. Then, the molecules in each configuration
were placed on top of the substrate, such that the ground state
energy of the whole system was calculated, but without per-
forming ionic relaxation. By varying the relative distance
between the molecule and substrate, we generated the energy
profiles in Fig. 6e and j for each configuration. The presence of
energy minima in the profiles confirms that there is an attrac-
tive interaction between the molecule and substrate, which
allows estimating the equilibrium distance of each system.
We performed a third-degree polynomial fit to each curve to
estimate the equilibrium distances, deq, and the results are
found in Table 2. The distance between molecule and substrate
was defined as the distance between the closest H atom to the
graphene plane. We found that the equilibrium distances are in
the range 2.50–2.72 Å for 1, and 2.24–2.65 Å for 2.

To determine the binding energies and equilibrium geome-
tries of the molecules on graphene, we positioned the molecule
in each configuration at the equilibrium distance and per-
formed ionic relaxation of all ions (molecule and substrate)
by plane-wave DFT. After obtaining the relaxed structure, we
took the resulting molecule and substrate separately and
computed a DFT self-consistent cycle for each of them to obtain
the total energy of the individual systems. In this procedure, the
binding energies were computed as

Ebin = Emol+subs � Emol � Esubs, (7)

where Emol+subs, Emol, and Esubs are the total energies of the
molecule + substrate, isolated molecule, and isolated substrate,
respectively. Table 2 shows the binding energies and changes in
the relative distances between the Co center and its nearest
neighbors. We found that both compounds have comparable
equilibrium distances and binding energies, with Conf. 4

Fig. 5 (a) Optical image of deposited compound 1 (in green) on CVD graphene (dark blue) by thermal sublimation. (b) AFM image of deposited
compound 1 on CVD graphene by sublimation. (c) The height profile along the white line indicated in the AFM image. (d) Raman spectra of the 2D band of
graphene before and after sublimation of compound 1. The wavelength of the laser source was 532 nm. (e) Gate-dependent conductivity through GFETs
before and after deposition of compound 2 by drop-casting.

Fig. 6 Model systems used for plane-wave DFT calculations. (a)–(d) Configurations 1 to 4 of compound 1 with different orientations relative to the
substrate. (e) Energy profile of compound 1 on graphene in all configurations, as a function of the distance to the graphene plane. The distance is defined
as the distance between the closest hydrogen atom of the molecule to the substrate. Continuous lines represent fittings to a third-degree polynomial.
(f)–(i) Configurations 1 to 4 of compound 2. (e) Energy profile of compound 2 on graphene in all configurations.
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having the highest binding energy (in absolute value) in both
complexes. Nevertheless, we cannot conclude at this point that
this is the preferred molecular orientation on graphene since
the binding energies of the other configurations are compar-
able in value. The relatively low binding energy (|Ebin| u 1.2 eV
per molecule) of the studied configurations suggests that the
binding mechanism is through van der Waals forces and could
explain the tendency of the molecules to form clusters on
graphene due to the low interaction with the substrate, as
observed by optical microscopy and AFM images (Fig. 5a, b
and ESI† Fig. S7, S14). With the aim of comparing the deposited
molecules with the bulk structure (the initial experimental
configuration found by XRD) and the isolated molecule relaxed
by plane-wave DFT without substrate, in Table 2 we include the

distances from the Co center to the immediate coordination
atoms (dCo1–N1, dCo1–O1), and the pyridyl nitrogen (dCo1–N2). The
highest deviation in the relative distances was found between
the initial XRD structure and the isolated, DFT-relaxed molecule;
the distances from the Co center to the coordination ions N1 and
O1 were slightly reduced in both compounds, while the distance
to the pyridyl nitrogen N2 increased by 0.169 Å and 0.081 Å for
1 and 2, respectively. These changes are expected since the
effects of neighboring molecules in the crystal structure are
present in the bulk compound, and subjecting the molecule to
external forces that are absent in the isolated configuration. After
adsorption, DFT calculations show only small deviations from
the isolated configuration, consistent with the weak van der
Waals interaction between molecule and substrate.

Table 2 Equilibrium distances (deq) of the molecules on graphene in each configuration as determined from the energy profiles of Fig. 6e and j, binding
energies (Ebin), distances between the Co center and its neighbors (dCo1–X), HOMO–LUMO gap (DEHOMO–LUMO), electron transfer from molecule to
substrate (Dq, in units of number of electrons), and total magnetization of each configuration of molecule on the surface (m), as calculated by plane-wave
DFT

System deq (Å) Ebin (eV) dCo1–N1 (Å) dCo1–N2 (Å) dCo1–O1 (Å) DEHOMO–LUMO (eV) Dq (e�) m (mB)

1 XRD (exp.) — — 1.991 2.691 1.953 0.64 — 3.000
1 Isolated, DFT relax. — — 1.954 2.860 1.918 0.85 — 3.000
1 Conf. 1 2.61 �0.83 1.955 2.856 1.917 0.76 0.065 3.078
1 Conf. 2 2.59 �0.70 1.957 2.858 1.917 0.73 0.003 3.006
1 Conf. 3 2.50 �0.73 1.955 2.816 1.917 0.76 0.056 3.075
1 Conf. 4 2.72 �1.08 1.955 2.811 1.919 0.74 0.016 3.020
2 XRD (exp.) — — 1.992 2.695 1.961 0.65 — 3.000
2 Isolated, DFT relax. — — 1.954 2.776 1.918 0.84 — 3.000
2 Conf. 1 2.56 �0.90 1.955 2.768 1.921 0.75 0.084 3.099
2 Conf. 2 2.65 �0.92 1.955 2.782 1.917 0.74 0.014 3.020
2 Conf. 3 2.54 �0.80 1.954 2.772 1.917 0.76 0.078 3.095
2 Conf. 4 2.24 �1.15 1.957 2.768 1.921 0.73 0.033 3.045

Fig. 7 (a) Comparison between the DOS of 1 in the bulk (XRD) structure, the PDOS of graphene in Conf. 1, and the PDOS of compound 1 on graphene in
Conf. 1. The dashed vertical line indicates the Fermi energy. (b) and (c) Planar average of the charge density difference of compound 1 in Conf. 1 and 2,
respectively. Superimposed on them are isosurface plots of the charge density difference, Dr. The isosurface level is 1.01 � 10�3 e� Å�3 yellow and cyan
colors represent the accumulation and depletion of electrons, respectively. Dashed lines indicate the location of graphene, Co atom, and coordination N
and O atoms.
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We now study the changes in the highest occupied and
lowest unoccupied molecular orbitals (HOMO and LUMO,
respectively) after deposition. In the bulk structure and isolated,
DFT-relaxed molecules, the HOMO–LUMO gap (DEHOMO–LUMO)
was obtained from the total density of states (DOS), while in the
molecule + substrate system, it was obtained from the partial
density of states (PDOS), selecting only the molecule’s electronic
orbitals. Fig. 7a shows a comparison between the DOS of 1 in
the bulk structure and the PDOS of graphene and molecule in
Conf. 1 after deposition (ESI† Fig. S43 and S43 show the PDOS of
all systems). The results of the HOMO–LUMO gap, shown
in Table 2, indicate a noticeable change in the quantity in all
considered systems. In particular, graphene affects the HOMO–
LUMO gap of the deposited molecules, decreasing it by around
0.1 eV, considering that the initial system for plane-wave DFT
calculations of molecular adsorption was the isolated, DFT
relaxed molecules, which have a HOMO–LUMO gap of 0.85 eV
and 0.84 eV for 1 and 2, respectively. In Fig. 7a, we observe a
depopulation of the molecules HOMO after deposition, leading
to a population of graphene conduction bands and conse-
quently, to n-doping of graphene. This is consistent in all
studied configurations of both molecular complexes, as shown
in the ESI† Fig. S43 and S44. Transport measurements (Fig. 5e
and Fig. S39, ESI†) and Raman spectroscopy (Fig. 5d and ESI†
Fig. S8, S15) confirmed electron transfer from the molecule to
graphene, leading to n-doping of graphene.

To obtain a better understanding of the electron transfer
behavior between the molecule and substrate, we performed
Bader charge analysis81 as implemented by Henkelman
et al.110,111 The results, shown in Table 2 for each configuration,
indicate a consistent electron transfer from molecule to substrate,
in agreement with the results from DOS analysis. Although such
electron transfer is below 0.1 e�, it is observed that it has a direct
effect in increasing the total magnetization of the system, com-
pared to a value of 3.00 mB for isolated molecules, corresponding
to three unpaired electrons of Co(II). The increase in magnetiza-
tion is consistent with electron transfer from the molecule’s
HOMO to graphene, which has spin-down polarization as
observed in Fig. 7a, and consequently, increasing the spin polar-
ization of the molecules charge density (difference between spin
up and spin down charge densities).

To analyze further the charge transfer behavior, we com-
puted the charge density difference, defined as

Dr = rmol+subs � rmol � rsubs, (8)

where rmol+subs, rmol, and rsubs are the charge densities of the
molecule + substrate, isolated molecule, and isolated substrate,
respectively. Fig. 7b and c show the isosurface plots and planar
average of the charge density difference (Drz, with Dr averaged
over the xy plane) of compound 1 in Confs. 1 and 2 (plots of all
configurations are found in the ESI,† Fig. S41 and S42). For
both compounds, Confs. 1 and 3 show a clear charge accumu-
lation near graphene, while in Confs. 2 and 4 regions of charge
accumulation appear in the molecule. These charge accumula-
tion regions in the molecule are near the locations of the O and
N ions, which in Confs. 2 and 4 are closer to graphene than in

Confs. 1 and 3, and act as electron sinks due to their high
electronegativity. For this reason, Confs. 2 and 4 have a lower
charge transfer, as evidenced in Table 2. Transport measure-
ments revealed higher electron transfer from the deposited
compound 2 than from compound 1 to graphene, which might
indicate that orientations with low electron transfer are pre-
ferred in compound 1. Notably, higher or lower charge transfer
is not correlated with higher or lower binding energy between a
molecule and substrate.

We focus now on the ZFS terms and g-factors of the
deposited structures, as calculated by CASSCF-NEVPT2 in
ORCA 4.2.1. The results are summarized in Table 2. In all
systems, we obtained a negative D, in agreement with DC
magnetometry and HF-ESR measurements. Additionally, the
calculations suggest an anisotropy of the g-factors before and
after adsorption. Overall, a discrepancy between the calculated
parameters for the bulk structures and the deposited config-
urations is found, which is more evident in the ZFS terms D
and E. This result is a direct consequence of the geometrical
changes in the molecule in the gas phase after DFT relaxation.
Furthermore, the parameters of the isolated and adsorbed
molecules are practically the same in both compounds due to
the negligible geometrical change after deposition.

4 Conclusions and outlook

We have presented a theoretical and experimental study on the
structure, stability, magnetic properties, and deposition proper-
ties on graphene of compounds 1 and 2. DFT calculations and
analysis of the topology of the electron density by QT-AIM
confirmed that the Co center and the pyridyne nitrogens N2
interact through attractive non-covalent interactions, thus exhibiting
a semi-coordination character. We claim that such interaction is the
source of the stability of the complexes under ambient conditions
and after deposition on graphene, as confirmed by XPS and Raman
spectroscopy. DC magnetometry showed that the compounds

Table 3 Spin Hamiltonian parameters found by CASSCF-NEVPT2 for each
system, compared to the experimental results obtained by HF-ESR and DC
magnetometry

System D (cm�1) E/D gx gy gz giso

1 XRD (exp.)a �25.3 0.084 2.185 2.126 2.462 2.258
1 Isolatedb �18.5 0.009 2.139 2.141 2.368 2.216
1 Conf. 1b �18.5 0.011 2.139 2.142 2.368 2.216
1 Conf. 2b �18.6 0.014 2.139 2.143 2.370 2.217
1 Conf. 3b �18.4 0.010 2.139 2.141 2.367 2.216
1 Conf. 4b �18.4 0.016 2.139 2.144 2.368 2.217
1 HF-ESR o�20 0.122 2.20 2.15 2.40 2.25
1 DC magn �15.3 0.012 — — — 2.272
2 XRD (exp.)a �28.3 0.107 2.201 2.119 2.501 2.274
2 Isolatedb �18.2 0.040 2.129 2.152 2.364 2.215
2 Conf. 1b �18.9 0.030 2.131 2.151 2.373 2.218
2 Conf. 2b �18.5 0.033 2.131 2.151 2.368 2.217
2 Conf. 3b �18.4 0.038 2.129 2.152 2.367 2.216
2 Conf. 4b �19.2 0.034 2.131 2.152 2.378 2.220
2 DC magn. �17.5 0.044 — — — 2.213

a CASSCF-NEVPT2 def2-TZVP method in ORCA 5.0. b CASSCF-NEVPT2
def2-TZVP method in ORCA 4.2.1.
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present an axial magnetic anisotropy, with an axial ZFS term of
D =� 15.3 cm�1 and� 17.5 cm�1 for 1 and 2, respectively, while
HF-ESR set the bound |D| 4 20 cm�1 on compound 1. Both
experimental methods confirm a weak intermolecular antifer-
romagnetic exchange interaction, in agreement with BS-DFT
predictions. Dynamic magnetic investigations confirmed that
the compounds are field-induced SIMs with maximum relaxa-
tion times of 2.3 ms (at 0.06 T, 1.9 K) and 1.5 ms (at 0.09 T,
1.9 K) for 1 and 2, respectively. Theoretical modeling of the
compounds on graphene by DFT shows an attractive inter-
action between them with a relatively small binding energy,
with the highest one (in absolute value) corresponding to
�1.15 eV per molecule for compound 2 in Conf. 4. DOS and
charge transfer analysis revealed an electron transfer from the
molecule’s HOMO to graphene, confirmed by transport mea-
surements on GFETs and Raman spectroscopy, which increases
the molecules’ magnetic moment due to an increase in their
spin density. This suggests the possibility of tuning the mole-
cule’s magnetic moment by electrostatic gating of the graphene
substrate, which could be done by depositing them directly
onto graphene quantum dot bolometers,54,55 taking advantage
of their high sensitivity that enables an in situ spectroscopic
investigation.
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G., J. H., Š. V., and L. H. gratefully acknowledge the CzechNa-
noLab Research Infrastructure supported by MEYS CR
(LM2018110). This article was written thanks to generous
support through the Operational Program Integrated Infra-
structure for the project: ‘‘Strategic research in the field of
SMART monitoring, treatment and preventive protection
against coronavirus (SARS-CoV-2)’’, Project No. 313011ASS8,
co-financed by the European Regional Development Fund.

Notes and references

1 D. Tanaka, N. Aketa, H. Tanaka, S. Horike, M. Fukumori,
T. Tamaki, T. Inose, T. Akai, H. Toyama, O. Sakata,
H. Tajiri and T. Ogawa, Dalton Trans., 2019, 48, 7074–7079.

2 A. Ardavan, O. Rival, J. J. Morton, S. J. Blundell,
A. M. Tyryshkin, G. A. Timco and R. E. Winpenny, Phys.
Rev. Lett., 2007, 98, 057201.

3 M. Urdampilleta, S. Klyatskaya, J. P. Cleuziou, M. Ruben
and W. Wernsdorfer, Nat. Mater., 2011, 10, 502–506.

4 E. Coronado, Nat. Rev. Mat., 2020, 5, 87–104.
5 J. Dugay, M. Aarts, M. Gimenez-Marqués, T. Kozlova,

H. W. Zandbergen, E. Coronado and H. S. Van Der Zant,
Nano Lett., 2017, 17, 186–193.

6 T. S. Rahman, R. S. Berkley, Z. Hooshmand, T. Jiang, D. Le
and A. F. Hebard, J. Phys. Chem. C, 2020, 124, 28186–28200.

7 R. J. Holmberg and M. Murugesu, J. Mater. Chem. C, 2015,
3, 11986–11998.

8 P. C. Bunting, M. Atanasov, E. Damgaard-Møller, M. Perfetti,
I. Crassee, M. Orlita, J. Overgaard, J. Van Slageren, F. Neese
and J. R. Long, Science, 2018, 362, eaat7319.

9 F. Yang, Q. Zhou, Y. Zhang, G. Zeng, G. Li, Z. Shi, B. Wang
and S. Feng, Chem. Commun., 2013, 49, 5289–5291.

10 T. Wu, Y. Q. Zhai, Y. F. Deng, W. P. Chen, T. Zhang and
Y. Z. Zheng, Dalton Trans., 2019, 48, 15419–15426.
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Ion-pair complexes of Schiff base Fe(III) cations
and complex anions†

Ivan Nemec, *ab Pavel Zoufalý, a Pawel Jewula, b Peter Antal, a

Wolfgang Linert c and Radovan Herchel a

Compound [Fe(H2-4OH-L6)]Cl was used for preparation of four new ion-pair complexes with general

formula: [Fe(H2-4OH-L6)][M(L3)2]�H2O (M = CoIII (3a), CrIII (3b) and FeIII (3c)) and [Fe(H2-4OH-L6)]-

[Ag(CN)2] (3d), where H4-4OH-L6 = N,N0-bis[2,4-dihydroxy-(benzylideneamino)ethyl]ethane-1,2-diamine

and H2L3 = 2-{(E)-[(2-hydroxyphenyl)imino]methyl}phenol. Furthermore, two [Fe(H-4OH-L6)] complexes

(1a and 1b) with monodeprotonated hexadentate ligands were prepared. The crystal structures were

determined by single-crystal X-ray measurements for all the above-mentioned complexes excluding 3c.

Its isostructurality with 3a–b was confirmed by powder X-ray diffraction. The magnetic properties were

investigated by static magnetic measurements and they are dominated by the high spin ground state of

the complex cations and anions and at a smaller scale by the intermolecular interactions present among

the molecules. The susceptibility and magnetization data were fitted simultaneously using the model for

monomeric complexes including the zero-field splitting and the molecular field correction and these

studies were supported also by CASSCF/NEVPT2 and BS-DFT calculations.

Introduction

Magnetic materials with two or more distinct properties –
so-called multifunctional magnetic materials – attract a lot of
attention due to their potential technological applications.1

In order to achieve a combination of functional properties
a convenient synthetic method is to assemble two diverse
species possessing properties of interest. This can be done via
a supramolecular approach or simply by assembling cations
and anions with desired properties. This approach has proved
to be successful when bistable spin-crossover (SCO) cations are
used as molecular switches, modulating the physical response
of their anionic counterparts in the crystal lattice of the hybrid
material: e.g., the SCO phenomenon affecting the luminescence
of counter anions in solution,2 or the conductivity of nickel
bisthiolene anions in the solid state,3 or the magnetic properties
of compounds composed of SCO cations inserted between the

anionic layers of ferrimagnetic oxalate polymers, or layered
ferromagnets.4 Furthermore, the combination of the CoII and FeIII

complex ions led to the preparation of a coordination polymer
exhibiting single-chain magnet (SCM) behaviour and an electron-
transfer coupled spin transition.5 In the case of the [Mn2(saltmen)2-
Fe(LN5)(CN)2](ClO4)2 chain polymer (saltmen = N,N0-(1,1,2,2-
tetramethylethylene)bis(salicylideneiminate), LN5 = 2,13-dimethyl-
3,6,9-12,18-pentaazabicyclo[12.3.1]octadeca-1(18),2,12,14,16-
pentaene) the SCM behaviour is induced by photo-switching
of the FeII bridging unit.6 Co-crystallization of the CrIII single-
ion magnet with the dinuclear FeII supramolecular host led to
the preparation of a magnetic multifunctional material exhibiting
SCO and slow relaxation of magnetization simultaneously.7

The SCO phenomenon has been well documented for the
mononuclear and polynuclear FeIII compounds with pseudoocta-
hedral FeN4O2 coordination polyhedra8 and several interesting
ferric compounds with cooperative SCO accompanied by thermal
hysteresis or exhibiting light-induced spin-state trapping have
been previously reported.9 The group of such compounds with
saltrien ligands (H2saltrien = N,N0-bis[2-hydroxy-(benzylidene-
amino)ethyl]ethane-1,2-diamine) is a popular example of FeIII

SCO complexes,8,10 because these ligands are well-known for
providing the appropriate ligand-field strength for the Fe(III) ions
to exhibit SCO. The modification of the saltrien ligand with
peripheral hydroxyl groups at the fourth position of its phenyl
rings results in H4-4OH-L6 (N,N0-bis[2,4-dihydroxy-(benzylidene-
amino)ethyl]ethane-1,2-diamine, Scheme 1), which can act more
diversely in formation of intermolecular contacts of significant
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strength than non-substituted saltrien. The peripheral hydroxyl
groups of H4-4OH-L6 can act as hydrogen bonding acceptors or
donors. Furthermore, similarly to the saltrien ligand, secondary
amine groups are possible donors and phenolic oxygen atoms
acceptors of hydrogen bonding. Another type of non-covalent
contacts often formed by the complexes with both types of
ligands are ring–ring stacking interactions – p–p stacking.
To sum up, the [Fe(H2-4OH-L6)]+ cations can be interesting
building blocks for construction of supramolecular assemblies
and the resulting crystal structures can be stabilized by a plethora
of significant non-covalent contacts.

The presented work has two basic goals: (a) to investigate
possible utilization of [Fe(H2-4OH-L6)]+ cations in the construction
of ion-pair complexes; and (b) to investigate the magnetic properties
of the prepared compounds with the aim to elucidate weak
magnetic exchange interactions mediated by non-covalent contacts.

In our previous paper we have reported the presence of
magnetic exchange interactions in the mononuclear [Fe(4OH-L6)]X
complexes (X = Cl�, Br�, I�), which were mediated between the
low-spin (LS) [Fe(H2-4OH-L6)]+ cations through intermolecular
interactions, despite the fact that all of the potential exchange
pathways were unusually long.11 In order to clarify and explore
this phenomenon, we have decided to study another model system,
where the non-covalent interactions would interconnect the [Fe(H2-
4OH-L6)]+ cations with the complex anions carrying a different
magnetic ground state. Therefore, we prepared a series of trivalent
Schiff base anionic complexes of general formula K[M(L3)2]�H2O,
where H2L3 = 2-{(E)-[(2-hydroxyphenyl)imino]methyl}phenol and
M = CoIII (2a), CrIII (2b), and FeIII (2c). By using these precursor
complexes, we prepared an isostructural series of the [Fe(H2-4OH-
L6)][M(L3)2]�H2O complexes (M = CoIII (3a), CrIII (3b) and FeIII (3c)).
As another diamagnetic complex counter-anion, but with a linear
shape, the potassium salt of [Ag(CN)2]� was used to obtain
[Fe(H2-4OH-L6)][Ag(CN)2] (3d). Furthermore, deprotonation of
the parent precursor compound [Fe(H2-4OH-L6)]Cl (1) was studied.
A possibility of mono-deprotonation to [Fe(H-4OH-L6)]�nH2O
compounds was revealed and the existence of two solvatomorphs
[Fe(H-4OH-L6)]�(1a) and [Fe(H-4OH-L6)]�2H2O (1b) was confirmed.
The detailed investigation of the magnetic properties of com-
pounds 1a and 3a–d is reported.

Results and discussion
Synthesis

Our interest to study FeIII complexes involving the H4-4OH-L6

ligand was not only because of possible SCO behaviour of such

compounds but also due to the possibility of deprotonation
of the peripheral hydroxyl groups of the ligand followed by
preparation of compounds involving [Fe(4OH-L6)]� anions.
These could be highly interesting, because FeIII SCO com-
pounds composed of complex anions are very rare8,12 and could
be further used for the preparation of multifunctional materials
in which the anionic part would be switchable. Therefore, we
focused our attention on deprotonation of the [Fe(H2-4OH-L6)]Cl
compound. Soon it was confirmed that even for very basic
methanolic solutions, we can obtain only mono-deprotonated
complex [Fe(H-4OH-L6)] (1a) which is rather stable. Remarkably,
this complex does not decompose even in a solution with molar
ratio 1 : KOH = 1 : 10 and again, compound 1a can be isolated as
a single product. Compound [Fe(H-4OH-L6)]�2H2O (1b) was
prepared as a side product in deprotonation of 1 by weak bases
such as 4,40-bipyridine or pyrazine, but the attempts for pre-
paration of 1b as a pure phase failed. Note: the phase purity
of deprotonated compounds was always confirmed by XPRD
(Fig. S1 in the ESI†).

Three compounds with general formula [Fe(H2-4OH-
L6)][M(L3)2]�H2O (M = CoIII (3a), CrIII (3b), FeIII (3c)) were prepared
by substitution of the chloride anion (elimination of KCl) from the
precursor [Fe(H2-4OH-L6)]Cl complex with the [M(L3)2]� complex
anions (K[M(L3)2]�H2O, M = CoIII (2a), CrIII (2b), FeIII (2c)). The CrIII

and CoIII complexes are kinetically inert in terms of reactivity;
therefore, they can be easily used for the preparation of the
bimetallic supramolecular frameworks without side products.
In a similar manner, the compound [Fe(H2-4OH-L6)][Ag(CN)2]
(3d) was prepared by substitution of the chloride anion by the
[Ag(CN)2]� anion in methanolic solution.

Crystal structures

[Fe(H-4OH-L6)] compounds. The crystal structures of both
mono-deprotonated compounds 1a and 1b were determined
using single-crystal X-ray diffraction. First, it must be noted
that the crystallinity of 1a is poor and despite numerous tries,
the collected X-ray data are of very bad quality and the refined
structure does not fulfill IUCr standards. However, the structural
information is important for the analysis of its magnetic proper-
ties and therefore, it will be briefly discussed in this article, while
the structural file was submitted to the Cambridge Structural
Database (CSD) as a Privat Comm.13

Compound 1a crystallizes in a monoclinic lattice with the
space group P21/c (Table S1 in the ESI†). The central FeIII atom
is coordinated by four nitrogen and two oxygen atoms from
the [H-4OH-L6]3� ligand and these atoms form together a
distorted octahedral coordination environment (Fig. 1). The
bond lengths in the coordination polyhedron correspond well
with the high-spin (HS) state,14 with the longest metal–ligand
(M–L) bond lengths observed between the FeIII and secondary
amine atoms (d(Fe–Nam) = 2.209(17) and 2.252(17) Å), while the
imine nitrogen atoms form shorter Fe–Nim bonds (2.052(17)
and 2.087(17) Å). The shortest M–L bonds are found for
phenolic oxygen atoms: d(Fe–O) = 1.893(14) and 1.919(14) Å.

The angular distortion parameter S is adopting the value
of 90.21, which is rather large but still typical for the HS

Scheme 1 Structural formulas of ligands H2saltrien (left), H4-4OH-L6

(middle), and H2L3 (right).
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[Fe(saltrien)]+ derivatives.11 Previously, it was shown that the
shape of the [Fe(saltrien)]+ molecules might play a non-
negligible role in the occurrence of SCO.15 The parameter used
for shape characterization is the dihedral angle a measured
between the least-square planes of the aromatic rings of the
coordinated saltrien2� ligand. In 1a this angle adopts a value of
105.41, which is more typical for purely HS than SCO complexes.15

Compound 1b crystallizes in an orthorhombic lattice with
the space group P212121. The asymmetric unit of 1b contains
one [Fe(H-4OH-L6)] molecule and two lattice water molecules.

A distorted octahedral polyhedron is formed by the coordinated
H-4OH-L63� ligand. The Fe–Nam bond lengths are a little bit
shorter than in 1a: 2.182(6) and 2.201(6) Å. The Fe–Nim and
Fe–O bond lengths are very similar to those observed for 1a:
d(Fe–Nim) = 2.078(5) and 2.087(5) Å, d(Fe–O) = 1.915(5) and
1.911(4) Å. The S parameter is smaller (85.21) than in 1a
indicating slightly smaller angular distortion. The a angle
(114.01) is wider than in 1a.

Despite a rather large similarity of their molecular structures
the compounds 1a and 1b differ significantly in their crystal
packing arrangements. In 1a, the [Fe(H-4OH-L6)] molecules
are arranged into chain substructures via O–H� � �O hydrogen
bonding between the protonated and deprotonated peripheral
hydroxy groups of the adjacent [Fe(H-4OH-L6)] molecules
(Fig. 2a), which is rather strong as can be indicated by the
short donor� � �acceptor distance (2.504(3) Å). The secondary
amine groups form weaker N–H� � �p non-covalent contacts with
aromatic rings of the neighbouring [Fe(H-4OH-L6)] molecules
(the shortest N� � �Cb

g distance is 3.630(3) Å, where Cb
g represents

the centroid of the C–C bond from the aromatic ring closest to
the donor group).

In 1b, the [Fe(H-4OH-L6)] molecules are assembled in helices
in the direction of the a axis. This is again due to O–H� � �O
hydrogen bonding between the protonated and deprotonated
peripheral hydroxy groups of the helically ordered [Fe(H-4OH-L6)]
molecules. This hydrogen bond adopts a bit longer donor� � �
acceptor distance (2.606(7) Å) than the similar one in 1a.

Fig. 1 The drawing of the molecular structure of the [Fe(H-4OH-L6)]
complex in 1a (left) and 1b (right). The hydrogen atoms are omitted for
clarity. Selected bond lengths (in Å): 1a: Fe1–N1 = 2.052(17), Fe1–N2 =
2.209(17), Fe1–N3 = 2.252(17), Fe1–N4 = 2.087(17), Fe1–O1 = 1.893(14),
Fe1–O2 = 1.919(14), 1b: Fe1–N1 = 2.087(5), Fe1–N2 = 2.182(6), Fe1–N3 =
2.201(6), Fe1–N4 = 2.078(5), Fe1–O1 = 1.915(5), Fe1–O2 = 1.911(4).

Fig. 2 (a) A perspective view of the chain crystal packing motif in 1a. A top view along the a axis (b) and side view along the c axis (c) of the helical
supramolecular chain substructure in 1b. A perspective view of interconnections of the supramolecular helices in 1b (d). The hydrogen atoms (except for
those involved in hydrogen bonding) are omitted for clarity and hydrogen bonding is displayed as black dashed lines.
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Furthermore, the protonated peripheral hydroxy group acts
also as an acceptor of two O–H� � �O hydrogen bonds with the
lattice water molecules (d(O� � �O) = 2.728(8) and 2.832(8) Å).
Remarkably, both lattice water molecules form regular hydrogen
bonds only by involving only one of their hydrogen atoms, while
the remaining form O–H� � �p contacts with aromatic rings of the
adjacent complex molecules (the O� � �Cb

g distances are 3.728(9) and
3.373(9) Å).

Two secondary amine groups of the [Fe(H-4OH-L6)] mole-
cules form N–H� � �O hydrogen bonds with the lattice water
molecules. One is involved in stabilization of the helix sub-
structure (d(N� � �O) = 3.355(9) Å, Fig. 2b and c) and it is
significantly weaker than the second one, which provides a
N–H� � �O(H)–H� � �O(H)-R type of interconnection between the
neighbouring helices (d(N� � �O) = 3.022(9) Å, Fig. 2d).

[Fe(H2-4OH-L6)]+ compounds. For compounds with general
formula [Fe(H2-4OH-L6)][M(L3)2]�H2O, M = CoIII (3a), CrIII (3b)
and FeIII (3c), the crystal structures were determined by single-
crystal X-ray crystallography for 3a and 3b and it was revealed
that they are isostructural, crystallizing in the triclinic P%1 space-
group (Table S1 in the ESI†). The isostructurality of 3c to 3a–b
was confirmed by X-ray powder diffraction measurements
(Fig. S2 in the ESI†).

Complex 3d crystallizes in the orthorhombic space group
Iba2. The crystal structures of the compounds 3a, 3b and 3d
were measured at different temperatures: 3a and 3d at 100 K,
and 3b at ambient temperature (293 K). In all three cases, the
M–L bond lengths correspond to the HS state and are similar to
those observed for the [Fe(H-4OH-L6)] compounds 1a and 1b
(in Å): d(Fe–Nam) = 2.17–2.20, d(Fe–Nim) = 2.09–2.12, d(Fe–O) =
1.90–1.93 (Fig. 3). Also, the ligand geometry, as described by a,
is very similar to that reported for the HS [Fe(saltrien)]+

derivatives (a = 98.71 (3a), 100.21 (3b), 113.7 (3d)).16 The angular
distortion also corresponds to the HS state of the complex
cations well (S = 97.21 in 3a, 97.91 in 3b, 95.21 in 3d).

The crystal packing will be described for 3a–c and 3d
separately. In 3a–c the [Fe(H2-4OH-L6)]+ cations form centro-
symmetric {[Fe(H2-4OH-L6)]+}2 dimers (R2

2(16) synthon, Fig. 4a)

stabilized by the offset p–p stacking interaction (with the
shortest C� � �C distance 3.766(3) Å in 3a and 3.709(6) in 3b)
and N–H� � �O hydrogen bonding between the secondary amine
group and phenolic oxygen atoms. The N–H� � �O hydrogen
bond is of medium strength with d(N� � �O) = 3.027(3) Å (3a)
and 3.085(5) Å (3b). The same kind of supramolecular synthon
was previously observed also in the crystal structures of the
[Fe(H2-4OH-L6)]X compounds (X = Cl�, Br�, I�), where the
R2

2(16) synthon is propagated by both secondary amine groups
of the [Fe(H2-4OH-L6)]+ molecules and thus a 1D chain is
formed.11 In 3a–c the second amino group forms a N–H� � �p non-
covalent interaction with the aromatic ring of co-crystallized
complex anion [M(L3)2]� (the N� � �Cr

g distances are 3.251(3) Å in
3a and 3.346(6) Å in 3b, where Cr

g stands for the centroid of the
corresponding aromatic ring). Similarly to [Fe(H2-4OH-L6)]X, both
peripheral hydroxyl groups in the crystal structure of 3a–c form
hydrogen bonding with anions – in this case, with phenolic
oxygen atoms of the L32� ligands from the complex anions
[M(L3)2]� (Fig. 4b). The O–H� � �O hydrogen bonds are rather
strong: d(O–H� � �O) = 2.604(2) and 2.664(2) Å in 3a, 2.633(4)
and 2.673(4) Å in 3b. The overall supramolecular structure can
be described as ladder-like with [Fe(H2-4OH-L6)]+ rungs. The
infinite ‘‘ladders’’ are interconnected by the N–H� � �p contacts.
In the cavities between the ladders the co-crystallized water
molecules are attached to the phenolic oxygen atoms of the
[Fe(H2-4OH-L6)]+ cations by the O–H� � �O hydrogen bonds with
d(O� � �O) = 2.871(3) Å in 3a and 3.014(8) Å in 3b.

In 3d, the [Fe(H2-4OH-L6)]+ cations are organized into two
interpenetrating supramolecular networks (Fig. 4). Each network
is formed by N–H� � �N and O–H� � �N hydrogen bonds in which
the secondary amine and peripheral hydroxyl groups of the
[Fe(H2-4OH-L6)]+ molecules act as hydrogen bonding donors
(Fig. 4c and d), while the nitrogen atoms from the cyanido ligands
act as acceptors of the bifurcated hydrogen bond. The O–H� � �N
hydrogen bond is significantly stronger than N–H� � �N (d(N–
H� � �N) = 3.178(3) Å, d(O–H� � �N) = 2.753(3) Å).

Magnetic properties

The magnetic properties of the compounds 1a and 3a–d were
studied by simultaneous analysis of the temperature depen-
dence (1.9–300 K) of the magnetic susceptibility and the field
dependence (0–7 T) of the magnetization. All the studied
compounds do not exhibit SCO behaviour and the FeIII ions
in [Fe(H2-4OH-L6)]+ or [Fe(H-4OH-L6)] molecules stay in the HS
state (S = 5/2) over the whole measured temperature range. In
compounds with one spin carrier such as 1a ([Fe(H-4OH-L6)]) or
3a and 3d ([Fe(H2-4OH-L6)]+) the magnetic behaviour is domi-
nated by the ground spin state of the central FeIII atoms and the
value of the effective magnetic moment (meff/mB) at 300 K is
close to the theoretical value of 5.9 and stays approximately
constant down to 20 K where a sharp decrease of meff/mB starts
(Fig. 5). The compounds with paramagnetic complex cations
and complex anions, 3b and 3c, have similar behaviour and
their room temperature values of meff/mB adopt values for two
unpaired spins 5/2–3/2 for 3b and 5/2–5/2 for 3c, respectively.
The observed decrease of meff/mB at the lowest temperatures for

Fig. 3 The drawing of the molecular structure of the [Fe(H2-4OH-L6)]+

complex cations in 3a and 3b (left) and 3d (right). The hydrogen atoms are
omitted for clarity. Selected bond lengths (in Å): 3a: Fe1–N1 = 2.107(2),
Fe1–N2 = 2.179(2), Fe1–N3 = 2.197(2), Fe1–N4 = 2.095(2), Fe1–O1 =
1.9295(17), Fe1–O2 = 1.9124(17), 3b: Fe1–N1 = 2.093(4), Fe1–N2 =
2.186(3), Fe1–N3 = 2.184(3), Fe1–N4 = 2.100(4), Fe1–O1 = 1.921(3),
Fe1–O2 = 1.906(3), 3d: Fe1–O1 = 1.911(2), Fe1–N1 = 2.116(2), Fe1–N2 =
2.178(2).
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all compounds can be ascribed to zero-field splitting (ZFS)
and/or to the intermolecular interactions providing weak anti-
ferromagnetic magnetic exchange interactions between the
neighbouring molecules in the crystal lattice. However, these
intermolecular magnetic interactions should be weak because
there are no maxima in the temperature dependence of the molar
susceptibility. Indeed, the theoretical calculations (vide infra)
suggest only weak antiferromagnetic exchange among para-
magnetic complex ions. Therefore, the magnetic data were treated
with a spin Hamiltonian involving the zero-field splitting terms –
the axial and rhombic terms (D and E) and the intermolecular
magnetic interactions were described by the molecular field
correction (zj) as

Ĥ ¼
XN
i¼1

Di Ŝ2
z;i � Ŝi

2
.
3

� �
þ Ei Ŝ2

x;i � Ŝ2
y;i

� �
þ mBBgiŜa;i

� zj Ŝa

� �
Ŝa

(1)

where N = 1 for 1a, 3a, and 3d and N = 2 for 3b and 3c. Then, the
molar magnetization in the a-direction of the magnetic field,

Ma, was numerically calculated as

Ma ¼ �NA

P
i

P
k

P
l

Cik
þ Zað ÞklCli

� �
exp �ea;i

�
kT

	 

P
i

exp �ea;i
�
kT

	 
 (2)

where Za is the matrix element of the Zeeman term for the
a-direction of the magnetic field and C are the eigenvectors
resulting from the diagonalization of the complete spin
Hamiltonian matrix. The presence of zj means that an intera-
tive procedure must be applied. The final calculated molar
magnetization was calculated as an integral average to properly
simulate the powder sample signal.

Mmol ¼ 1=4p
ð2p
0

ðp
0

Ma sin ydydj (3)

Both temperature and field dependent magnetic data were
fitted simultaneously to obtain a consistent set of parameters,
which are listed in Table 1. In order to not over-parametrize the
fitting procedure, we assumed DFe = DCr = D and EFe = ECr = E for
3b taking into account the results from CASSCF/NEVPT2

Fig. 4 (a) A perspective view of (a) the supramolecular dimer {[Fe(H2-4OH-L6)]}2
2+ and its hydrogen bonding interactions in 3a–c; (b) of a fragment of

the crystal structure of the compounds 3a–c; and of non-covalent interactions provided by the [Ag(CN)2]� anion (c) and [Fe(H2-4OH-L6)]+ anions (d) in
3d. Depiction of two interpenetrating 2D networks (differentiated by orange and purple colors) in 3d (e). The hydrogen atoms (except for those involved
in hydrogen bonding) are omitted for clarity and hydrogen bonding is displayed as black dashed lines.
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calculations (vide infra) and also both g-factors were assumed
equal and isotropic, gFe = gCr = giso. A similar simplification was
also applied to 3c. The D-parameter for FeIII was fitted in the
range from �0.4 to �1.2 cm�1 and g-factors are close to 2.0 as
expected (Table 1). The molecular field correction parameter
zj was found to be between �0.09 and �0.3 cm�1, confirming

weak antiferromagnetic exchange interactions among para-
magnetic complex ions in the solid state.

Theoretical calculations

The ORCA 4.0 software was utilized for Density Functional
Theory (DFT) calculations of the isotropic exchange parameters

Fig. 5 Magnetic properties of compounds 1a–3d. Each plot shows the temperature dependence of the effective magnetic moment and in the inset, the
isothermal magnetizations measured at T = 2.0 (}) and 4.6 K (&) are given. Experimental data – empty symbols, full red lines – the best fit calculated with
parameters listed in Table 1.

Table 1 Comparison of theoretically calculated and fitted spin Hamiltonian parameters for complexes 1a–3d

Compound 1a 1b 3a 3b 3c 3d

Metal ions FeIII FeIII FeIII–CoIII FeIII–CrIII FeIII–FeIII FeIII–AgI

Spins 5/2 5/2 5/2–0 5/2–3/2 5/2–5/2 5/2–0

CASSCF/NEVPT2 calculated parameters
D (cm�1) �0.476 �0.555 �0.423 �0.459/�0.382 — �0.332
E/D 0.242 0.200 0.077 0.088/0.170 — 0.203
g1–3 1.999 1.999 1.999 1.999/1969 — 1.999

1.999 1.999 1.999 1.999/1.972 1.999
1.999 1.999 1.999 1.999/1.973 1.999

B (cm�1) 982 993 995/1131 996/997 — 985
C (cm�1) 3772 3753 3800/3793 3788/3120 — 3793
x (cm�1) 442 442 444/551 443/257 — 443

Analysis of the experimental magnetic data
D (cm�1) �0.88 �1.04 �1.15 �0.43 �1.03
E/D 0.13 0.00 0.22 0.33 0.14
g 1.99 2.03 1.98 1.99 2.04
zj (cm�1) �0.27 �0.12 �0.16 �0.15 �0.086
wTIP (10�9 m3 mol�1) 0.26 0.65
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J to assess the intermolecular magnetic exchange interactions
in the studied complexes following our previous studies.17

Thus, the well-known B3LYP functional was utilized in combi-
nation with the def2-TZVP basis set to calculate J-parameters
based on the following Heisenberg spin Hamiltonian

Ĥ = �J(
-

S1�
-

S2) (4)

The broken-symmetry method was used to evaluate the energy
difference between high-spin (HS) and broken-symmetry (BS) spin
states, D = EBS � EHS, and subsequently, the J-parameter was
calculated by Yamaguchi’s approach as

J = 2D/(hS2iHS � hS2i)BS (5)

The calculated J-parameters are listed in Fig. S3 (ESI†) for
selected supramolecular dimers extracted from the experi-
mental structures of 1b–3d together with the plots of the spin
density of BS states. These calculations showed the presence of
weak antiferromagnetic exchange in these complexes.

Furthermore, post-Hartree–Fock multireference calculations
based on the complete active space self-consistent field method
(CASSCF) complemented with n-electron valence state pertur-
bation theory (NEVPT2) were applied to mononuclear geome-
tries extracted from the experimental X-ray data. The active
space was defined by the metal d-orbitals and all multiplets
arising from the 3dn electronic configuration were considered.
These calculations correctly predicted the low spin state of
FeIII in 1 and CoIII in 3a, whereas the high-spin state of FeIII

in 1a–3d – Fig. 6. Moreover, the splitting of d-orbitals evaluated
by ab initio ligand field theory (AILFT) is also depicted in Fig. 6
showing the small variation of the d-orbital splitting in high-
spin FeIII complexes. Next, the ZFS parameters and g-tensors
were also calculated and the respective values of these para-
meters are listed in Table 1. The D-parameters were found to be
all negative and small, the g-tensors of FeIII ions were isotropic,
and the g-tensor of CrIII has almost negligible anisotropy too.

Conclusion

In the present manuscript we reported on the synthesis, crystal
structures and magnetic properties of six new compounds
prepared by (i) deprotonation of precursor complex [Fe(H2-
4OH-L6)]Cl, which resulted in isolation of two solvatomorphs
[Fe(H-4OH-L6)] (1a) and [Fe(H-4OH-L6)]�2H2O (1b), and (ii) sub-
stitution of the chloride anion by complex anions: [Fe(H2-4OH-
L6)][M(L3)2]�H2O, M = CoIII (3a), CrIII (3b) and FeIII (3c) and
[Fe(H2-4OH-L6)][Ag(CN)2] (3d). Crystal structures were deter-
mined for compounds 1a–b, 3a–b, and 3d and it was revealed
that the observed bond lengths and other structural parameters
correspond with the HS state of the FeIII central atom. This was
confirmed also by magnetic measurements which showed that
compounds 1a and 3a–d do not exhibit SCO behavior, and this
is also in agreement with the theoretical prediction calculated
by the CASSCF/NEVPT2 method. The analysis of magnetic data
and DFT calculations revealed that only weak antiferromagnetic
interactions between the complex molecules are present. Despite
the high spin nature of the final complexes, we might conclude
that we proved the [Fe(H2-4OH-L6)]+ cations are appropriate
building blocks for preparation of ion-pair complexes consisting
of complex ions with different metal centers and, furthermore, the
resulting compounds are rich in significant intermolecular inter-
actions stabilizing their crystal structures.

Experimental

All reagents and solvents were purchased from commercial
sources (Sigma Aldrich) and used as received. Elemental analysis
was carried out on a Flash EA 1112, ThermoFinnigan. Powder
diffraction patterns were acquired with a Philips X’Pert in
Bragg–Brentano geometry, using Ni-filtered Cu Ka1,2 radiation.

Compound [Fe(H2-4OH-L6)]Cl was prepared by a procedure
reported previously.11 Compounds K[Cr(L3)2]�H2O (2b)18 and
K[Fe(L3)2]�H2O (2c)17a were prepared as reported previously;
K[Co(L3)2]�H2O (2a) was prepared in the same fashion, but
instead of CrCl3�6H2O or FeCl3�6H2O a stoichiometric amount
of CoCl2�6H2O was used.

Synthesis

Preparation of [Fe(H-4OH-L6)] (1a). 475 mg (1 mmol) of
[Fe(H2-4OH-L6)]Cl was dissolved in 40 cm3 of hot CH3OH. Then,
100 mg (1.78 mmol) of KOH (in 4 cm3 of H2O) was added and
the dark violet solution was refluxed for 1 h, filtered, and set for
controlled crystallization at room temperature. Brown crystals
were obtained after 1 week and were isolated by filtration,
washed with CH3OH and dried first in a vacuum and then in
the oven for 1 h at 50 1C.

Elemental analysis calcd (%) for C20FeH23N4O4, Mw = 439.3:
C, 54.7; H, 5.3; N, 12.7. Found: C, 54.2; H, 5.5; N, 12.3.

Preparation of [Fe(H2-4OH-L6)][M(L3)2]�H2O (M = Co in 3a,
Cr in 3b, Fe in 3c). 100 mg (0.21 mmol) of [Fe(H2-4OH-L6)]Cl was
dissolved in boiling CH3OH (40 cm3) and then 0.21 mmol of
K[M(L3)2]�H2O (113 mg of 2a, 113 mg of 2b, 112 mg of 2c) was
added. The reaction mixture was then stirred for 30 min without

Fig. 6 The CASSCF/NEVPT2 calculations with CAS(n,5) active space for
1–3d. Left: The energies of d-orbitals calculated by ab initio ligand field
theory (AILFT). Right: The lowest ligand field terms with given multiplicities
in colour.
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heating and then the solution was filtered through a paper filter
and set for controlled crystallization at room temperature. Dark
brown crystals were obtained after 2 days and were isolated by
filtration, washed with CH3OH and dried in a vacuum.

Elemental analysis calcd (%) for 3a C46CoFeH44N6O9, Mw =
939.7: C, 58.8; H, 4.7; N, 8.9. Found: C, 58.7; H, 4.7; N, 8.8;
for 3b: C46CrFeH44N6O9, Mw = 932.7: C, 59.2; H, 4.8; N, 9.0.
Found: C, 59.4; H, 4.8; N, 8.8; for 3c: C46Fe2H44N6O9,
Mw = 936.6: C, 59.0; H, 4.7; N, 9.0. Found: C, 59.1; H, 4.8; N, 8.9.

Preparation of [Fe(H2-4OH-L6)][Ag(CN)2] (3d). 100 mg
(0.21 mmol) of [Fe(H2-4OH-L6)]Cl was dissolved in boiling
CH3OH (40 cm3) and then 0.23 mmol of K[Ag(CN)2] (45 mg in
4 cm3 of water) was added. The mixture was stirred for 30 min
without heating and then the solution was filtered through
a paper filter and set for controlled crystallization at room
temperature. The resulting solution was left to evaporate slowly.
After 1 day, red block crystals of X-ray quality were isolated by
filtration, washed with CH3OH and dried in a vacuum.

Elemental analysis calcd (%) for 3d AgC22Fe1H24N6O4,
Mw = 600.2: C, 44.0; H, 4.0; N, 14.0. Found: C, 39.6; H, 3.8; N, 13.6.

Magnetic data

Magnetic susceptibility and magnetization measurements were
done using a SQUID magnetometer (MPMS, Quantum Design)
in the temperature range T = 2–300 K at B = 0.1 T. The
isothermal magnetization data were taken at T = 2.0 and
4.6 K, respectively, up to 7 T. The effective magnetic moment
was calculated as usual: meff/mB = 798(w0T)1/2 when SI units are
employed.

X-ray crystallography

Single crystal X-ray diffraction data were collected on an Oxford
diffractometer Xcalibur2 with the Sapphire CCD detector and a
fine-focused sealed tube (Mo Ka radiation, l = 0.71073 Å) source
and equipped with an Oxford Cryosystem nitrogen gas-flow
apparatus. All structures were solved and refined (full-matrix
least-squares on Fo

2�Fc
2) by using SHELXS-201419 incorporated

into the WinGX program package.20 For each structure its space
group was checked by the ADSYMM procedure of the PLATON21

software. All non-hydrogen atoms were refined anisotropically.
The hydrogen atoms were placed into the calculated positions
and they were included in the riding-model approximation
with Uiso = 1.2 or 1.5Ueq (atom of attachment). All the crystal
structures were visualized using the Mercury software.22 Non-
routine aspects of the structure refinement are as follows:
unfortunately, crystals of 1b, 3a and 3b were of poor quality
with weak crystallinity causing their weak diffraction power.
This resulted in troubles with the quality of collected data,
such as low bond precision and a poor data/parameter ratio.
Furthermore, some fragments of the complex molecules in
the aforementioned compounds (aliphatic chain in 1b,
L32� ligands in 3a and 3b) were positionally disordered. The
best way to deal with these problems would be to model them
as whole chain (1b) or molecule (3a and 3b) disorders, but this
was not possible due to the quality of the collected data. The
structures of 3a and 3b contain also lattice water molecules,

which form only one significant hydrogen bond, while the
second hydrogen atom forms a weak O–H� � �p contact. This
led to significant thermal motion of the oxygen atoms and
elongation of thermal ellipsoids. We tried to address these
issues in the crystallographic information files.

Theoretical calculations

All theoretical calculations were carried out with the ORCA 4.0
computational package.23 The B3LYP DFT functional24 was
used for calculations of the isotropic exchange parameter J
according to the Yamaguchi approach,25 by comparing the
energies of high-spin (HS) and broken-symmetry spin (BS)
states. The polarized triple-z quality basis set def2-TZVP proposed
by Ahlrichs and co-workers was used for all atoms.26 The calcula-
tions utilized the RI approximation with the decontracted auxili-
ary def2/J Coulomb fitting basis set27 and the chain-of-spheres
(RIJCOSX) approximation to exact exchange28 as implemented in
ORCA. Increased integration grids (Grid6 and Gridx6 in the ORCA
convention) and tight SCF convergence criteria were used in all
calculations. The molecular fragment used in the calculations was
extracted from the experimental X-ray structures. The calculated
spin density was visualized with the VESTA 3 program.29 The
calculations were based on the state average complete active space
self-consistent field (CASSCF)30 wave functions complemented by
N-electron valence second-order perturbation theory (NEVPT2)31

using again the def2-TZVP basis set for all atoms. In the state-
averaged approach, all multiplets for the given electron configu-
ration were equally weighted. The ZFS parameters based on
dominant spin–orbit coupling contributions from excited states
were calculated through quasi-degenerate perturbation theory
(QDPT),32 in which an approximation to the Breit–Pauli form of
the spin–orbit coupling operator (SOMF approximation)33 and the
effective Hamiltonian theory34 were utilized. The calculations
utilized the RIJCOSX approximation with the auxiliary coulomb
basis def2/JK.35 Increased integration grids (Grid6 and GridX6 in
the ORCA convention) and tight SCF convergence criteria were
used in all calculations. Additionally, ab initio ligand field analysis
(AILFT) was done as implemented in ORCA, which resulted in the
Racah parameters (B and C), the spin–orbit coupling constant x
and d-orbital energies.36
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Commun., 2017, 53, 10283; (e) N. Phukkaphan, D. L.
Cruickshank, K. S. Murray, W. Phonsri, P. Harding and
D. J. Harding, Chem. Commun., 2017, 53, 9801; ( f ) L. Pogány,
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ABSTRACT: We crystallized the Schiff-base iron(III) spin-
crossover complex [Fe(3,5Cl-L5)(NCSe)] from different two-
component solvent mixtures containing methanol and chloroform
(Φ = V(CH3OH)/V(solvent) = 0.05, 0.25, 0.50, 0.83, and 1.00).
The obtained crystalline products were characterized by X-ray
diffraction, and it was confirmed that they are all composed of the
same crystalline phase, and they do not contain any crystal solvent.
However, significant differences in magnetic properties were
observed, and thermal hysteresis changed from (in K) 121T↓
and 134T↑ for Φ = 0.05 and 0.25, down to 72T↓ and 96T↑ for Φ =
1.00. The crystal structures of the low-spin and high-spin phases
were studied theoretically and experimentally.

The tunability of the spin-crossover (SCO) behavior is an
important assumption for versatile applications of SCO

materials. Beneficially, SCO parameters such as thermal
hysteresis width, transition temperature (T1/2), cooperativity
degree, curve abruptness, and completeness can be manipu-
lated by sample modifications. The effect of the presence1−3

and loss4 of a solvent molecule in the lattice, the selection of an
anion,5,6 as well as the choice of a side substituent6−8 are well-
known strategies for modifying the SCO behavior. Also, metal
dilution represents a sophisticated approach for modification of
the SCO behavior and observing of the cooperativity degree
and transition temperature of SCO materials. The SCO
behavior can be also tuned by a postsynthetic modification as
was manifested by solid state performed anion metathesis.9

Our ongoing interest in the magnetic behavior of Fe(III)
complexes with pentadentate Schiff base ligands has brought
remarkable results on distinct magnetic behaviors of
polymorphs within this class of compounds,10 or hydrogen
bonding induced modification of T1/2.

11 Recently, a new report
on SCO with broad thermal hysteresis observed for an Fe(III)
complex with a pentadentate Schiff base ligand H23,5Cl-L5
(N,N′-bis(1-hydroxy-3,5-dichloro-2-benzyliden)-1,6-diamino-
4-azahexane) has been reported by Renz et al. which naturally
caught our attention.12 Complex [Fe(3,5-Cl-L5)(NCSe)] (1)
exhibits thermally induced SCO with 24 K wide thermal
hysteresis (T1/2 = 99↓ and 129↑ K). From the comparison of
the low-spin (LS, S = 1/2) and high-spin (HS, S = 5/2) crystal
structures, it is apparent that reorganization of noncovalent
interactions (H···Cl and Cl···Cl) happens upon spin transition.

This, if significant, could explain the observation of the wide
thermal hysteresis. In the original report,12 the authors did not
investigate this possibility in greater detail, and therefore, our
original motivation for studying this system was to extensively
theoretically and experimentally investigate the LS and HS
crystal structures of 1.
For the preparation of 1 we used a procedure similar to that

in the original report,12 but instead of an ultrasonic bath we
used a standard magnetic stirrer. The reaction between
[Fe(3,5-Cl-L5)Cl] and KNCSe in pure methanol led to
precipitation of a brown microcrystalline powder, which was
filtered off using a paper filter. For the preparation of the
single-crystals suitable for X-ray diffraction experiments we
used the remaining mother liquor which was crystallized
isothermally. After several days thin needle-like crystals were
obtained. First, we collected the diffraction data for the HS
state (150 K), and then we attempted to measure the LS state
crystal structure at 90 K as was done in the original report.12

To our surprise, the measurement revealed the crystal structure
with the very same metal−ligand bond lengths and unit cell
parameters as was observed for the HS phase. Obviously, this
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did not match the previously reported magnetic properties.12

Therefore, we measured the temperature dependence of the
magnetic moment (μeff/μB) for two obtained fractions, needle-
like crystals (1_Φ1) and microcrystalline powder precipitate
(1_Φ1p). The measurements confirmed the presence of SCO
with thermal hysteresis for both batches; however, the critical
temperatures and profiles of magnetic functions were different
(Figure 1). The 1_Φ1 batch exhibited much lower T1/2 (72↓

and 96↑ K, ΔT = 24 K) than 1_Φ1_p (106↓ and 129↑ K, ΔT
= 23 K, Figure 1). Powder X-ray diffraction undoubtedly
confirmed that both samples were the same crystallographic
phase identical to the HS structure of 1 (Supporting
Information, Figure S6−S7).
Inspired by this intriguing inconsistency, we investigated this

phenomenon in greater detail. From magnetic measurements it
is apparent that the low T1/2 was observed for the batch
composed of crystals which grew more than 5 days, whereas
the high T1/2 was observed for the precipitate. Therefore, one
of the tested hypotheses was that different critical temperatures
were related to the crystallinity of the samples, which is related
to the time of the crystallization. In an attempt to prepare
crystals, whose crystallization spans different time periods, we
modified the composition of crystallization solutions from pure
CH3OH to solutions with a growing portion of CHCl3. CHCl3
was chosen as the second solvent because it dissolves 1 very
well; it does not enter the crystal structure of 1 (does not form
a solvate) and has a similar boiling temperature as CH3OH.
Therefore, it could be expected that the crystallization of 1 will
be governed by slow evaporation of the solvent mixture. This
mixture gradually loses slightly more CHCl3 than CH3OH
molecules (because of higher vapor pressure of CHCl3), and
thus the solubility of 1 should be continuously decreasing.
Four different crystallization mixtures with a different volume
fraction Φ of CH3OH were prepared (Φ = 0.83, 0.50, 0.25 and
0.05), and the corresponding crystalline samples (1_Φ0.83,
1_Φ0.50, 1_Φ0.25, 1_Φ0.05) were obtained. In the case of
the solutions with Φ > 0.5 also microcrystalline precipitates
1_Φ0.83p (besides already prepared 1_Φ1_p) were obtained
and were included into this study. The purity of all the
prepared samples was confirmed by X-ray powder diffraction.
It must be noted that in the case of one of the precipitates
(1_Φ1_p), the presence of KCl impurity was detected as this
is a side product of the ligand metathesis (Cl− ligand was
substituted by KNCSe). We decided not to wash the
precipitates with water (which would dissolve the impurity),
because it would introduce a third solvent into the studied

system. Furthermore, the presence of the diamagnetic KCl
should not affect the SCO temperatures.
1 crystallizes as very thin needle-shaped crystals. The

symmetry of the crystals is monoclinic with the P21/n space
group (see Supporting Information, Table S1). The crystal
structures of LS and HS phases were well described in the
original report,12 and we will not add a new structural
description here.
The best quality crystals were obtained for the batch

1_Φ0.25. Again, we opted to measure the LS and HS crystal
structures using a selected single crystal from this batch. We
monitored SCO using diffraction methods. Therefore, we
started the single crystal X-ray diffraction experiments at 140
K, and we collected sets of diffraction data at selected
temperatures on cooling and also on heating. At 116 K (on
cooling), a dramatic change in the quality of diffractions
occurred as this was the T1/2↓ temperature. The crystal
structure of 1_Φ0.25@↓116K shows metal−ligand (ML)
bond lengths significantly shorter (Table S2) than observed at
higher temperatures and in very good agreement with the LS
structure of 1 reported in the original paper.12 Upon further
cooling (down to 108 K), neither the M−L bond lengths nor
the unit cell parameters changed significantly, and therefore,
we can conclude that the full HS → LS spin conversion
occurred between 116 and 117 K (Figure 2). Upon heating, we

detected the LS → HS transition between 133 (LS) and 135 K
(HS structure), whereas we were not able to get reasonable
data from the measurement at 134 K. We attempted to also
measure another SCO thermal cycle, but the crystal cracked
upon another cooling. Here, we may conclude that the single
crystal X-ray diffraction measurements confirmed that
1_Φ0.25 exhibits thermally induced SCO with hysteresis
wide 18 K (if we assume T1/2↑ to be 134 K). This is not in
agreement with the magnetic data reported in the original

Figure 1. Temperature dependence of μeff/μB for 1_Φ1 and 1_Φ1p.

Figure 2. Temperature dependence of μeff/μB for 1_Φ0.25 (top) and
the temperature dependence of the selected unit cell parameters as
determined from the single crystal X-ray diffraction experiment for
1_Φ0.25 (bottom).
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paper,12 but it is also not in good agreement with the magnetic
data measured for 1_Φ1p. Of note here is that the coordinates
of the non-hydrogen atoms in the HS crystal structure of
1_Φ1 (at 90 K) are almost identical with those determined for
1_Φ0.25 (at 130 K, see Supporting Information, Figure S1)
and thus, the difference in T1/2 cannot be assigned to changes
in the crystal structures.
We performed magnetic measurements for all the prepared

batches. The results showed that all the samples show
thermally induced spin crossover (Figure S2 and Figure S3).
Remarkably, it is obvious that the batches prepared from the
mixture with the largest content of methanol showed hysteretic
loops shifted to lower temperatures, whereas the batches from
the higher CHCl3 content had hysteretic loops shifted to
higher temperatures (Figure S2). The shift of hysteretic loops
is observable also between 1_Φ0.83 and 1_Φ1; however, the
data for their precipitates 1_Φ0.83p and 1_Φ1p did not show
a significant difference in T1/2 (Figure S3). The hysteretic
loops for the batches with the highest CHCl3 content
(1_Φ0.25 and 1_Φ0.05) are very similar, and they exhibit
the highest T1/2. The magnetic behavior of 1_Φ0.25 fits the
temperature dependence of the unit cell parameters rather well
(Figure 2). The observed behavior is reproducible.
The magnetic data were analyzed by using an Ising-like

model (ISM) with Gaussian distribution of the cooperativity
parameter derived by Bocǎ et al.13 Within the ISM defined by
the Hamiltonian

=H
2 (1)

the transition between two spin states, σ = −1 for LS and σ =
+1 for HS states, is governed by the energy difference between
HS and LS states (Δ) and the cooperativeness of the system
(Γ). Such a model can be modified to also include the
distribution of the cooperativity parameter Γ in order to deal
with the imperfections of the crystalline/powder samples by
varying the standard deviation parameter σ of the Gaussian
distribution function. The main advantage of such a model is
its ability to reproduce the slope of the hysteresis loops, and
hence better agreement with the experimental data can be
achieved. Thus, the magnetic data were fitted by varying Δ, Γ,
reff, and σ parameters within ISM, and subsequently calculated
x′HS for given temperature was used to calculate total molar
susceptibility as

=x x x(1 )rHS HS HS (2)

= + +x x x x( ) (1 )r rmol HS HS HS HS HS HS (3)

where xrHS is the residual molar fraction of the HS state at a
low temperature due to incomplete spin crossover, and x″HS is
rescaled high-spin fraction calculated from ISM resulting in the
total high-spin mole fraction xHS equal to xHS = x″HS + xrHS.
The molar susceptibility of the HS and LS species was
calculated by the Curie law. The fitted parameters are listed in
Table S3 and plotted in Figure 3 for crystal samples and in
Figure S4 for microcrystalline precipitates. Evidently, there is
small variation of the cooperativity Γ and entropy parameter
reff within the prepared crystal batches of 1, and variations of
T1/2↓ and T1/2↑ are mainly due to a variation of Δ.
Furthermore, there is a significant increase of the distribution
parameter σ for the microcrystalline precipitates, Table S3.
We also theoretically attempted to investigate the impact of

different solvents on the molecular geometry and the energies

of the LS and HS isomer of 1 using density functional theory
(DFT) and utilizing ORCA 5.0 software.14 We selected three
functionals based on published benchmark studies,15−17

namely, OPBE,18 r2SCAN,19 and B3LYP* (B3LYP with
reduced Hartree−Fock exchange to 15%)20 and also included
the atom-pairwise dispersion correction (D4).21 The opti-
mization was done in a vacuum, chloroform, and methanol
with the C-PCM implicit solvation model.22,23 Impact of

Figure 3. Temperature dependence the high-spin molar fraction xHS
according to ISM (top), the ISM parameters (middle), and transition
temperatures (bottom) for crystalline samples of 1.
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solvents is demonstrated for the HS state of [Fe(3,5-Cl-
L5)(NCSe)] in Figure 4. It seems that OPBE underestimates
the Fe−NCSe bond, whereas B3LYP* and r2SCAN over-
estimates the bond lengths to amino-nitrogen of 3,5-Cl-L5. In
the case of the LS molecular geometries, OPBE heavily
underestimates all Fe−N bond lengths (Figure S5). Moreover,
there is also significant variation in bond lengths induced by
the implicit solvation model, which points to the importance of
intermolecular interactions.
The analysis of the electronic energy differences between the

HS and LS isomers revealed positive values of ΔEel = EelHS −
EelLS for all three DFT functionals, and thus these functionals
properly found the LS state with lower electronic energy (Eel),
Table S4. As the molecular vibrations have a significant impact
on the SCO properties, a better description is achieved with
the energy difference corrected by the zero-temperature
vibrational energy from the frequency calculation, ΔEel+ZPE,
which is depicted in Figure 5.
Apparently, ΔEel+ZPE is significantly affected by applying the

implicit solvation model, and both B3LYP*and r2SCAN
provided reasonable values of the HS-LS separation. Moreover,
it seems that a more polar solvent like CH3OH tends to
increase ΔEel+ZPE, and thus it stabilizes the LS state. This is in
contradiction to the experimental finding (Figure 3 and Table
S3), for which higher Φ(CH3OH) yielded lower Δ and T1/2
values. We can speculate that this discrepancy is caused by the
implicit solvation approach which cannot grasp the effect of all
intermolecular interactions properly, or the properties of 1 in
the solid state simply cannot be encompassed by such an
approach at all.
However, if the presented theoretical calculations are not

deceptive, perhaps it most likely leads to the conclusion that
the reported phenomenon is not governed by thermody-
namics, but by the kinetics of the crystal growth of 1 under
various contents of chloroform and methanol in crystallizing

solutions. Hence, the quality of the crystalline material and
SCO properties are affected by a solvent mixture, but the
solvent molecules do not cocrystallize. One of the possible
approaches to test this hypothesis is to correlate parameters
such as crystal mosaicity with the observed magnetic behavior.
Therefore, we decided to prepare several batches of 1
crystallized at different crystallization rates. As was mentioned
above, the best crystals were obtained in the batch of
1_Φ0.25. However, the batches crystallized from solutions
with a major chloroform fraction (Φ0.25 and Φ0.05) have
practically the same magnetic properties (Figure 3). Thus, we
decided to crystallize 1 from Φ0.5 and Φ0.83 solutions,
because 1_Φ0.5 and 1_Φ0.83 differ in T1/2↓ (114 K for
1_Φ0.5 and 103 K for 1_Φ0.83), and their spin transition on

Figure 4. Graphical comparison of the donor−acceptor bond distances between X-ray data (dotted lines) and the respective DFT methods
(B3LYP*, OPBE, and r2SCAN) for the high-spin state of 1.

Figure 5. Graphical comparison the energy difference corrected by
the zero-temperature vibrational energy from the frequency
calculation ΔEel+ZPE between the HS and LS states for different
DFT methods applied to 1.
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cooling is still accessible using standard commercial cryogenic
devices (above 80 K). For preparation of the batches, we used
the same reaction procedures as are described in Supporting
Information, but the mother liquors were crystallized using
three different crystallization rates: fast (≈1day), slow (up to 4
days), and very slow (≥7 days). The majority of the used
single crystals were obtained for all the batches crystallized
from Φ0.5 solutions regardless of the rate of crystallization
used. However, also very slow crystallization from the Φ0.83
solutions resulted in the production of a few suitable single
crystals.
The crystal mosaicity was determined taking into consid-

eration the results of previous work on mosaicity in SCO
complexes.24 We set experimental conditions to be as identical
as possible for all the investigated specimens. The experiment
was conducted at 150 K, which is well above the highest T1/2↓
(Table S3). The data were collected using ω-scans (width 0.5
deg), and the exposition time was adjusted for each crystal
based on its size, aiming for 0.83 Å resolution, completeness
above 99%, data redundancy > 3, and I/σ > 10. As was already
mentioned, the crystals of 1 are very thin (typically ≈0.05 mm
in two dimensions), needle-like shaped growing in clumps of

overlapping specimens, which makes it challenging to
investigate the statistically relevant number of crystallites
within a reasonable measurement time. Thus, we were capable
of performing measurements for a limited number (14) of
single crystals. It is important to note that the vast majority of
the prepared crystals were not suitable for single-crystal
experiments, and thus the results obtained only represent
those crystals that met the necessary criteria.
After collecting each set of data at 150 K, we determined

T1/2↓ for each crystal by measuring unit cell parameters starting
from 125 K down to 80 K in decrements of 5 K. The
occurrence of the SCO phenomenon was recorded between
two measured temperature points, and the average of these
values was used for visualization purposes. The T1/2↓ value of
crystals that remained in the high spin phase at 80 K was set to
70 K for visualization purposes. The distribution of the
determined T1/2↓ values is shown (Figure 6A). The results
supported our hypothesis that the speed of crystallization
affects the quality of crystals and the T1/2↓ value. Crystals
crystallized in the ”fast” and “slow” modes showed T1/2↓ values
above 100 K. Crystals that crystallized “very slowly” showed

Figure 6. Plot of T1/2↓ versus crystallization rate (A). The colored boxes are used to highlight the crystallization rate, with a lighter color indicating
slower crystallization. The plots of Rint vs T1/2↓ (B), e3 vs T1/2↓ (C), and eavg vs T1/2↓ (D). The value of eavg was calculated as the arithmetic average
of components e1, e2, and e3. In all plots, the T1/2↓ value of crystals that remained in the high spin phase down to 80 K was assigned as 70 K for
visualization purposes.
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T1/2↓ values below 90 K with most of them having T1/2↓ even
below 80 K.
The results of the X-ray diffraction measurements were

evaluated in the CrysAlisPro software.25 As a first indication of
the crystal quality, we inspected the equivalency of symmetry
equivalent reflections (Rint) in the studied crystals. There is no
strong correlation between T1/2↓ and Rint, but apparently, the
crystals with lower T1/2↓ values tend to have larger Rint and vice
versa (Figure 6B).
The CrysAlisPro software provides the mosaicity in three

directions (e1, e2, and e3) by fitting a Gaussian function to the
peak.26,27 Although these parameters do not measure the
mosaicity directly, variations in the values of e1, e2, and e3 can
indicate changes in the mosaicity of the studied crystals and
thus their quality.28 Some authors only use the e3 parameter
due to its correlation with mosaicity values obtained from
other data integration methods.26 The results revealed that the
e2 component varied slightly among the measurements (0.76−
0.96°), while larger variations were observed for e1 (0.75−
2.61°) and e3 (0.71−1.66°). As per previous reports, for
evaluation of mosaicity, we considered the values of e3 and the
arithmetic average (eavg)

29 of all three components e1, e2, and e3
(Figure 6C−D, Table S5). As with Rint, the results for eavg and
e3 did not show a strong linear correlation; however, crystals
with higher T1/2↓ values tend to have lower values of e and e3
and vice versa.
In summary, to the best of our knowledge, such an

unprecedented solvent-induced variation of SCO spin-
transition temperature as was discussed for 1 has not been
reported yet. We showed that the different crystallization rates
produced crystals exhibiting different SCO critical temper-
atures. Very slow crystallization (≥7 days) of the Φ0.5 and
Φ0.83 solutions resulted into crystals exhibiting low SCO
critical temperatures (T1/2↓ < 90 K), while faster crystallization
(shorter than 4 days) led to larger T1/2↓ values (>100 K). The
performed diffraction experiments indicate that crystals with
low T1/2↓ values tend to have larger mosaicity parameters and
Rint, and thus they are of lower quality than those with larger
T1/2↓ values.
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F.; Bocǎ, R. Spin-Crossover in an Iron(III) Complex Showing a Broad
Thermal Hysteresis. Dalton Trans. 2021, 50 (2), 472−475.
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